A Decision Making Model Based on Damasio’s SomatMarker Hypothesis

Mark Hoogendoorh Robbert-Jan Mef¥, and Jan Tredr ({mhoogen, treur}@cs.vu.nl, merkrj@nir.nl)

“rije Universiteit Amsterdam, Department of Artifit Intelligence
De Boelelaan 1081, 1081 HV Amsterdam, The Nethddan

2National Aerospace Laboratory (NLR)

, Training, 8lation & Operator Performance

Anthony Fokkerweg 2, 1059 CM Amsterdam, The Ne#rets

Abstract
In this paper a computational decision making masl@resented
based on the Somatic Marker Hypothesis. The uskeomodel is
illustrated for the domain of fighter pilot decisimmaking. Hereby,
simulation runs have been performed upon this smenand the
results thereof have been formally verified baspdnuproperties
inspired on Damasio’s Hypothesis.
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Introduction

Decision making usually involves expectations abou

possible consequences of decision options and tacgr
about them. Traditionally the literature on deaisibaking
was dominated by the Expected Utility Theory; ewpn

Neumann and Morgenstern, 1944; Friedman and Savag¥

Hypothesis. The main purpose of this model is teats
agents which show realistic human behaviour, andtmo
replicate the precise human decision process. akes
the Somatic Marker Hypothesis a suitable choice,tas
provides a reasonable amount of detail on thesésidaec
processes. Although the validity of the theorydsnstimes
doubted (see e.g. Dunn, Dalgleish and Lawrence5)200
can still considered to be a useful source of nagipin for
the development of agents for the aforementionegqse.
The use of the model is illustrated for the domafifighter
pilot decision making. This extends the work asspreed
in (Hoogendoorn et al.,, 2009) by having a more
sophisticated version of somatic markers (includipgcific
goals and tradeoffs between such goals), as well ease
pich addresses more interesting aspects of thesidec

1948; Arrow, 1971; Keeney and Raiffa, 1976. Here,making process. First, the Somatic Marker Hypothési

decision making takes place by calculating expecte

utilities for all of the options and choosing thetion with
highest expected utility. The expected utilitiegrttselves
are determined based on the probabilities of thesipte
outcomes for the option when chosen, and the galnss
for that outcome, thus founding the approach irbahility
theory. This approach to decision making can besicened
to aim for an idealised rational approach, whera, f
example, emotions or biases play no role. As a infmfe

gxplained in more detail, after which the compuoiasi
model is described. Thereafter, simulation resuite
presented, including formal properties that haveenbe
verified against the generated results.

Decision Making and Experience

The Somatic Marker Hypothesis provides a theory on
decision making which dedicates a central role to
experienced emotions. Damasio explains the namieisof

practical human decision making the Expected wtilit theory as follows:

Theory has been strongly criticized, as humansbark in
estimating probabilities, and also may allow emuti@and
biases to play a role in a decision making procassis

found in several experiments; e.g., (Tversky and;/

Kahneman, 1974; Kahneman and Tversky, 1979).
Contrasting with the aim of the Expected Utilityely

to ban emotions from decision making, Damasio (1994

observed surprisingly bad decision making behaviour
patients with damage of brain regions related talybo
mapping and regulation and feeling emotions (p&iith
certain kinds of prefrontal damage and with compseuah
emotions). They often keep on considering diffexgstions
without choosing for one of them. This has led Dsimao
the view that decision making
emotions felt, which relate to sensed body stddesrasio,
1994). His theory is known as th8omatic Marker
Hypothesis

In this paper a computational decision making masiel
presented which draws inspiration from the Someécker

‘Because the feeling is about the body, | gave ghenomenon the
technical termsomaticstate (“soma” is Greek for body); and because it
“marks” an image, | called it marker. Note again that | ussomaticin the
most general sense (that which pertains to the)badsg | include both
isceral and nonvisceral sensation when | refersdémnatic markers.’
Damasio, 1994, p. 173)

This theory consists of two main ideas: (1) the viay
which somatic markers affect decisions, and (2)whg in

Concerning (1), if a decision is to be made betwggtions
which can lead to potentially harmful or advantageo
outcomes, each of such options induces a somajfonse
which is experienced as a feeling and used to ntiaek
option outcome, thus signalling its danger or atkg®. For
example, when a negative somatic marker is linled t

inherently depends o4 rticylar option outcome, it serves as an alargnagi for

that particular option. Similarly, a positive somatarker
serves as an encouragement to choose that optaonagio

describes the use of a somatic maikehe following way:
‘the somatic marker (..) forces attention on th@atiwe outcome to
which a given action may lead, and functions aawomated alarm signal

which somatic markers depend on past experiences.



which says: Beware of danger ahead if you choosepiiion which leads
to this outcome. The signal may lead you to rejecinediately the
negative course of action and thus make you chaoseng other
alternatives. The automated signal protects younagduture losses,
without further ado, and then allows yéo choose from among fewer
alternatives (Damasio, 1994, p. 173)

‘In short, somatic markers are a special instance of feelyegrserated
from secondary emotionsThose emotions and feelingsave been
connected by learning to predicted future outcowiesertain scenarias
When a negative somatic marker is juxtaposed toadicplar future
outcome the combination functions as an alarm Bhen a positive
somatic marker is juxtaposed instead, it becombgacon of incentive.
This is the essence of the somatic marker hypath€s) on occasion
somatic markers may operate covertly (without cartm consciousness)
and may utilize an ‘as-if-loop’. (Damasio, 1994 134)

Concerning (2), the way in which somatic markers ar

associated to decision options in a given situatiepends
on previous experiences with options chosen in laimi
circumstances. For example, the pain or joy expeed as
a consequence of the outcome for a certain optiahwas

chosen in the past has been stored in memory an
automatically pop up (are felt again) when similar
How somati

circumstances and options may occur.

markers relate to past experiences is describéullaws:

‘Somatic markers are thus acquired through expeeiemunder the
control of an internal preference system and urberinfluence of an
external set of circumstances which include noy @ritities and events
with which the organism must interact, but alsoiaoconventions and
ethical rules. (Damasio, 1994, p. 179)

process. Its input is the current situation, tise dif possible
options from which one option is to be selected &mel
somatic markers. The situation is represented bytam
supplied by the environment and can be seen agsiét of
the agent’s perception of its environment. For eplamin
the case described earlier, the agent could eneowart
enemy fighter from its side. In the model the Dixis
Making process would receive the atom
observed(enemy_from_side).

In the Decision Making process for each option the
option preference, a real number between 0 andidl,
determined. Both somatic markers and rational tytili
values are used to calculate option preferences.option
with the highest option preference is then seledmd
execution.

Execution of the selected option will result innmso
%;ange in the environment of the agent and the tagiin
observe this outcome. This outcome is then evalyate
éesulting in a set of real numbers between 0 armhé,per
goal, where a higher value means a more positive
evaluation. These evaluation values are then useatlapt
the appropriate somatic markers associated with gaal.
The selected option itself is also input for thealeation
process, as the evaluation is about the consegsi@fidhis

This element of Damasio’s theory shows how based ofelected option. The value of the outcome evalnatidhen

experience ‘intuition’ or ‘gut feeling’ is createghich aids
the decision process in an automatic manner. Tlakem
the theory useful for decision processes where asplcts
play an important role, which is the case for tleendin of
pilot behaviour considered here.

Model Description
The model has been defined as a set of tempoedlaes
between properties of states. A state property is
conjunction of atoms or negations of atoms thatl lwl do
not hold at a certain time. The exact choice foatdtoms

to use depends on the actual model and domain €nd

defined by an ontology for that model. To model aiyics,
transitions between states are defined.

In order to obtain an executable formal model, dtates
and temporal relations between them have beenfigukbi

used to adapt the somatic markers the agent has. In
subsequent decisions the updated somatic marleerssad.

Step 1: Somatic Evaluation

The purpose of the Somatic Evaluation process &ssign
a real value between 0 and 1 to each option. Tdlisey the
somatic evaluation value, is determined per optipn
adding the weighted values of the different typkesomnatic
markers associated with the option and currentasdn.
for each goal the agent has, there is a differgme Of
somatic marker. There is also a weight value fahdgpe
(Iaf somatic marker with which the value of the sdmat
marker is multiplied. This way, it is possible tary the
influence each type of somatic marker has on thal fi
somatic evaluation value, which can be used toemspnt
personal characteristics. The formula for deterngnthe
somatic evaluation value is:

LEADSTO, a temporal language in which the temporal

relations can be defined in the form of rules tbah be
executed. Leto and B be state properties. In LEADSTO
specifications the notatian —.¢ 1 ¢ n B, Means:

if state propertyn holds for a certain time interval with duratian then

after some delay (betweerandf state property will hold for a certain
time intervalh.

sev(O); = wi'smv(Gy,0) + Wp'smv(Gz,0); + ... + Wy'smv(G,,,O);

where sev(Q)is the somatic evaluation value for option O
at time t, smv(@ O) the value for the somatic marker
associated with goal;@t time t, wthe weight for goal
Note that the somatic markers are those for theentir
situation. The weights add up to 1, so that the amm

For more details of the LEADSTO format, see (Bpsseevaluation value remains within 0 and 1. For thkesaf

Jonker, van der Meij & Treur, 2007). As all of tteenporal
relations used in the model are of the farmoo11 B, the
notationa - B will be used instead.

The Decision Making Process
The central process in the model is the DecisioRiMp

brevity the temporal properties defining this pexeéas
been omitted.

Step 2: Option Elimination
The next step is the Option Elimination procesd. the
atoms of the formaomatic_evaluation_value(0, v), generated in the



Somatic Evaluation process, are transformed imonatof
the formremaining_somatic_evaluation_value(0, v) if V does not fall
below a threshold value. All other atoms of thatnfoare
discarded, effectively eliminating the options asated
with those atoms. In P1 and P2 this process isdbsed.

P1 somatic_evaluation_value(O, V) & value(threshold, Th) & V=>Th -
remaining_somatic_evaluation_value(O, V) & somatic_evaluation_
ended

P2 remaining_somatic_evaluation_value(O, V) & not(decision_making_

ended) - remaining_somatic_evaluation_value(O, V)

Step 3: Rational Analysis

The next subprocess is the Rational Analyis.
process a rational utility is calculated for eagdtian for
which the atom remaining_somatic_evaluation(0,v)  holds.
According to Damasio (1994), the rational phaseasly

influenced by the preceding somatic marking. Fois th

reason the assumption is that the remaining sommeti&ers
are used in determining the outcome of the ratigalse,
which is a number of utility values.

In the design of the model there are atoms offdinm

belief(utility(s, 0, U)) Which couple each situation S and each
optiono with a real value between 0 and 1, indicating the

utility for that option in that particular situatio More
elaborate utility functions are certainly possitidat fall
outside the scope of this paper.

P3 remaining_somatic_evaluation_value(O, V) &
belief(current_situation(S)) & belief(utility(S, O, U)) - option_utility(O,
)

P4 remaining_somatic_evaluation_value(O, V) & option_utility(O, U) &

value(rational_ratio, R) —
option_preference(O, R * U + (1-R) * V)

Property P3 defines the determination of an optitility
for each remaining option. This consists of attaghd each
remaining option the utility that the agent beligvie the
expected utility for that option considering therremt
situation. In P4 for each remaining option the iapt
preference is determined. This value is taken agighted
average between the somatic evaluation value aed
option utility. The parameter rational ratio detéres what
weight the option utility has in determining thetiop
preference. In other words, a higher rational ratidts the
Decision Making process more towards the rationdé,s
while a lower rational ratio makes the Decision hhak
process more intuitive.

After P4 has been applied, the selected option
determined by taking the option with the highestiap
preference. The temporal properties that define fimal
selection are not included in this paper for th&esaf
brevity.

The selected option is then executed, which result

consists of a update function that takes both previand
current experiences in account. An update function
described in (Jonker and Treur, 1999) has beenechtis
represent the Somatic Marker adaptation mechariiss.

is a typical update function, similar to many othkards of
update function that are regularly used for modglli
dynamics but it is certainly possible to use simila
functions. The following formula describes the uggda
function as used in the model:

smv(G, O); = (1-d) * smv(G, O).1 +d * ev(G,0) 11

Iis th In this formula, the variablemv, o), is the value of the

somatic marker of option O associated with goat @nze t.
The variableev(, o), is the evaluation value, a real value
between 0 and 1. The parameter d is a real valse al
between 0 and 1 which determines the decay of #maary
of previous experiences . A high value for d wiluse the
somatic markers to rapidly change in accordancé thie
evaluation values. In other words, the parameter d
determines to what degree previous experiencetamed
in relation to new experiences. A lower value fowdl
result in a more stable memory of experiences, avalil
higher value for d results in a somatic marker thdteavily
influenced by recent experiences.

Determining the evaluation value is based on tirecept
of a body state. In (Damasio, 1997, p. 180), Damatites

that

‘At the neural level, somatic markers depend omnieg within a system
that can connect certain categories of entity wite enact-ment of a
body state, pleasant or unpleasant.’

So it appears that the body either reacts pokitioe
negatively in response to the outcome of an actidre
precise dynamics of what body state is generatgerdts
on innate dispositions (primarily survival relatedgnd
social conditioning. In the model this is represenby a
number of atoms of the formsulting body_state(G, Oc, v), one

tor each goal-outcome combination.

The following LEADSTO rules show how the somatic
marker adaptation is modelled.

P5 belief(outcome(Oc)) & belief(current_situation(S)) &
belief(selected_option(O)) & resulting_body_state(Oc, G, V) -
evaluation(G, O, V)

P6 evaluation(G, O, Ev) & somatic_marker(G, S, O, Smv) &

value(decay_parameter, D) - updated_somatic_marker(G, S, O) &
new_somatic_marker_value(G, S, O, (1-D) * Smv + D * Ev)

is Each time the agent observes the outcome of darojpt
executed, it determines a resulting body stateP3n the
value v of theresulting body state relevant to the current
outcome of an executed option is used as evaluation
value in the update function to modify each somatic
marker belonging to that option. This way, the dgen

some outcome that is used for adapting the somatilearns from its experiences.

markers.

Adaptation of the Somatic Markers

Case Study

In order to test the model, a case has been cotestr

As Somatic Marking is a process rooted in expeBenc that represents a simplified environment from thendin of
the model includes a mechanism for adapting theatiom fighter airplane combat. In this case there isalsifighter,

markers according to the evaluations of outcomatrésult
from the execution of the selected option. This ma@ésm

controlled by an agent, which is flying some kin@l o



mission. Its goal is to arrive at his target. Hoeseat some
point it detects an enemy aircraft. This forces algent to
make a decision on how to deal with this situatiohich is
done by an implementation of the model describethi®
paper.

Table 2 shows the representation of the resultodyistates
for each outcome. A value of 1 represents a pesitiody
state, a value of zero a negative body state. Dy btates
are coupled to goals and the allocation of valadsased on
how good an outcome is for reaching that goal.

There are 3 different situations that the agent ca Lethality is about defeating the enemy, so allcontes

encounter: the enemy approaches from the frontsitteeor
from behind. In this case, the agent has four optto deal
with these situations:

The agent can continue its flight in order to rehishtarget.

The agent can engage the enemy

The agent can turn around and return to base.

The agent can take an detour to its target, wheghires it to fly over
the enemy anti-air position.

The outcome of the execution of one of these aptio

PObPE

depends on the current situation and is probabilist

determined. For example. executing the opti@age_enemy

in the situationenemy from_behind has a 30% chance of the

agent being shot down, a 50% chance of the agéedtiteg

the enemy and reaching the target and a 20% chaince

defeating the enemy and being force to return teeba

Appendix A’ gives more details on the case and th

reasoning behind the choices being made.

In the next two sections the choices for detemgjrthe
utility values and resulting body states are exdi

The utility for each option in each situation thas
been chosen for this case are shown in Table 1.

Table 1: Utilities

Situation
Enemy Enemy Enemy
from side frqm from front
behind

:l Continue-mission-direct-route 1 1 0
9 Continue-mission-detour 1 1 1
IS Engage-enemy 0,5 0,5 0,5

| Return-to-base 0,5 0 1

The reasoning behind this allocation of utilitylues is
that mission success and survival have a higheriyrithan
defeating the enemy fighter. In general the agers the
orders to try to complete the mission and to aviid
enemy fighter and only to engage the enemy figtfitdre
opportunity to do so is good enough in its own fopn’.

Therefore thecontinue-missioroptions have high utility
values, except when the enemy comes in from tha.fia
that situation thecontinue-mission-direct-route hakbw
utility, as survivability is important and the agdras to try
to avoid the enemy fighteEngage-enemyas always a
medium utility, as it is left to the agent’s distioa to
choose whether to engage. The utility feturn-to-baseis
heavily dependent on the enemy fighter's angle
approach: if the enemy comes from the front, catig the
mission will be dangerous and sturn-to-baseis a good
option, while if the enemy comes from behimefurn-to-
baseis a bad option as the agent has the orders td &w®
enemy.

Resulting Body States

T http://www.cs.vu.nl/~mhoogen/damasio-appendixA.pdf

that include the defeat of the enemy result in sitpe
outcome. Being shot down is the only way of having
negative body state in regard to survivabilityiraall other
outcomes the agent survives unharmed. Finallyjhigndase
resource control is mainly about fulfilling the misn
objective, so all outcomes in which the target éached
result in a positive body state.
Table 2: Resulting body states

Goals
Lethality Survivabi Resourc
lity e control
Shot down 0 0 0
" Back at base 0 1 0
E Reached target 0 1 1
g Enemy defeated & reached 1 1 1
E target
Enemy defeated & back at 1 1 o
base

Simulation Results

The model described in the previous sections e b
used to run a number of simulations, using the LEAD
software environment as described in (Bosse e2Gy).
An environment and scenario for the agent has been
implemented based on the case described earlieeblle
all three scenarios as presented before have hiekeessed.

In order to test whether different weights for stima
markers lead to different behaviour, for four diéfet
settings of somatic marker weights simulations hbgen
run. The exact settings are shown in Table 3.

Table 3. Somatic weight settings

Setting W(Lethality) W(Survivability) ngslorﬂlr)c €
1 0,33 0,33 0,33
2 0,50 0,25 0,25
3 0,25 0,50 0,25
4 0,25 025 0,50

In setting 1, all types of somatic markers haveiabq
influence in the determination of the somatic estibn
value. In settings 2, 3, and 4 the marker weiglgs f
respectively lethality, survivability and resourcentrol are
set higher, increasing the influence of the assedia
somatic markers on decision making.

For all situation-weight setting combination, eslation
Fas been run. In each simulation the decision ngakiadel

Oteceives 50 times the same situation to decide Towe

results of these simulations have been verifiedshasvn in
the next section. Table 4 shows how many times each
option has been selected with different somaticghtei

settings for thenemy-from-fronscenario.

Table 4. Option selection in situation enemy-from-front

Somatic weight setting

Setting | Setting
2 3

Setting Setting
1 4

Continue-mission-direct-route 0 0 0 0
Continue-mission-detour 3 4 2 4
Engage-enemy 0 32 0 13
Return-to-base 14 33

Option

47 48




In this situation, when the somatic markers assediwith
the lethality goals have a higher weight, the apgmgage-

Verification
In order to verify whether the behavior of the moddeed

enemy is selected much more often than with a akutr complies to the Somatic Marker Hypothesis as pregds/

setting. This also the case to a lesser extent wéswurce
control has a higher weight, as in this situatiba bption

Damasio, a logical verification tool has been udgelow,
the formal language underlying this verificationoltas

engage-enemyleads much more often to the outcomeexplained, after which properties are shown thaehazeen
reached targetthan any other option. There is little verified against a variety of traces.
difference between the results of the neutral repténd The verification of properties has been perforrasithg a
setting 3, where survivability has a higher weigl#,in the language called TTL (for Temporal Trace Languagé),
neutral settingreturn-to-base is already predominantly (Bosse et al., 2009) that features a dedicatedreditd an
chosen. This is probably due to the allocation tlityy  automated checker. This predicate logical temporal
values, in which a high emphasis is laid upon satvility. language supports formal specification and analysfis
In Table 5 and 6 the option selection for the pttveo  dynamic properties, covering both qualitative and
situations are shown. quantitative aspects. TTL is built on atoms refegrito
Table 5. Option selection in situation enemy-from-side statesof the world,time pointsandtraces i.e. trajectories

Somatic weight setting of states over time. In additiomlynamic propertiesare
Setti Setti Setti Setti .
PR It B i temporal statements that can be formulated withewetsto
o | Continue-mission-direct-route u 36 47 48 traces based on the state ontolagy in the following
2 Continue-mission-detour 4 4 3 2 . .
g Engage-enemy 1o 9 0 0 manner. Given a traceover state ontologgnt, the state in
Return-to-base 13 1 0 0 y at time point: is denoted bytate(y, ). These states can be
Table 6. Option selection in situation enemy-from-behind related to state properties via the infix predidatewhere
Somatic weight setting state(y, 1) |= p denotes that state propeptyholds in tracey at
Setti Setti Setti Setti . . -
oI | SepnY | Segn | Sy time +. Based on these statements, dynamic properties can
| Continue-mission-direct-route | 49 48 49 49 be formulated in a sorted first-order predicateidpgsing
k] Continue-mission-detour 1 2 1 1 . . .
g Engage-enemy 0 0 0 0 quantifiers over time and traces and the usuat-dirder
Return-to-base 0 0 0 0 logical connectives such as, [, [0, =, 0, 0 For more

Figure 1 shows an example of how somatic evaluatiopaisils see (Bosse et al., 2009).

values change under influence of experience. The properties that have been verified against the
Figure 1. Change of somatic evaluation value over time with weight setting 2 simulation traces are shown below. The first pl’delPl)
expresses that a negative evaluation of an optiangiven
situation with respect to a certain goal resultthan somatic
marker value for that option going down.

in situation enemy-from-front

Somatic Evaluation Value for continue_mission_detour Somatic Evaluation Valu for engage_enemy
05 18 N

055 a7
0e g 2
035 2%
0 ' 2
025 v 2

P1: Lowering specific somatic marker value
If an option O has been selected, and the evaluat this option with
Somatic Evaﬁati?ﬂ \:’Uajluelwforwcnonstuijnu;ew mewusnsigur: éi]:Uect route  Somatic lnzva1|Eanz[n \7;|u;mfor5nr[euj;[n {Zﬂ baams:m “ respect t.o a goal G is bad, then the somatic maekee of this option for
= = - e — goal G will be lower than before.
Oy.TRACE, t1:TIME, O:OPTION, S:SITUATION, G:GOAL, V1:REAL, E:REAL
N [ [ state(y, t1) |= belief(selected_option(O)) &

B v 03

0 : state(y, t1) |= belief(current_situation(S)) &
o e state(y, t1) |= somatic_marker(G, S, O, V1) &
= state(y, t1) |= evaluation(G, O, E) & E < NEUTRAL]

00 ‘U“- 500 603 F00 800 800 jlﬂﬂ D sz-n 7 EJ[.QJV 1000 N D2:T|ME>t1‘ \/2REA|_
The somatic evaluation value for the optioontinue- [ state(y, t2) |~ somatic_marker(G, S, O, V2) & V2 <V1]]

mission-direct-routeloes not change, as this option is neve
selected. The somatic evaluation value foontinue-
mission-detourdrops under the threshold of 0.25 after 4
selections, which means that this option will no¢ b
considered again and consequently not be seletted. a
For the option return-to-base this happens after 14
selections. The somatic evaluation value dogage-enemy
fluctuates stronglyas there is a great variation betweenEZi LO\tNerigghOVira” evlalutat(;on \(/jatlr?e bation of his ontion
H H H H H an option as pbeen selected, an € overaluation O IS option Is
gtlzteencgmoeustcomes which lead to different resuibody bad, tt?en the value of the total somatic evaluat@ioe for optionpo will

go down.
This example shows that the agent has learnedntilais The id D 0 is that certai " d
situation continue-mission-detouand return-to-base are € ldea of Damasio IS thal certain options araomger

bad options and will only consideengage-enemyand c_ct)nsLQere_(lj_h.be.((:jausg they areant apprc;prg;?m:;v?ngl

continue-mission-direct-routi@ the future. sttuation. ThiS 10€a IS expressed In property F ates
that once the total somatic evaluation value iWwethe
threshold, the option will no longer be selected.

02 e 5

rIn case the overall evaluation of an option in aegi
situation is below neutral, then the total somatiaeluation
value goes down. This is expressed in property R
overall evaluation value is the weighted sum of the
evaluation values for all goals. Note that the naimng
formal forms have been omitted for the sake of tyev



P3: Ignoring values below threshold
If the total somatic evaluation value for an opt@ris below the threshold,
then this option is never selected.

Finally, property P4 expresses that eventually piion is
selected which has a higher evaluation value tlearral.
P4: Eventually a good option is selected

There exists a time point such that an option Geiected which scores
good for all goals.

Damasio’s theory. Creating the model is one of fihg
steps in larger research program. In next steparmbedel
will be compared to decision making behavior of lanm
pilots in a simulation-based training setting.
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