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Abstract 

Our interest in agent-based simulation is for social simulation, 
where the society-level outcomes emerge from the interaction 
of individuals.  In this tutorial, we aim to introduce the core 
concepts of agent-based social simulation, illustrated by a 
range of examples, before walking through a specific example 
with the participants so that they can experience these issues 
at first hand. 

Keywords: social simulation, social theory, agent-based 
modelling 

What is Agent-Based Simulation? 

Agent-based simulation (ABS) represents each individual 
with a separate encapsulated object in a simulation.  Beyond 
this, the definition of an “agent” varies quite widely, but in 
general they are seen to be autonomous, pro-active entities.  
Simulation outcomes emerge from the interactions between 
these entities, and often even quite simple interactions can 
give rise to complex system dynamics. 

The individuals that agents represent in a simulation need 
not be humans, and could be social actors of any type.  
Examples of entities that have been represented by agents in 
simulations range from individual cells and bacteria through 
to multi-national corporations.  Typically though in social 
simulation we are interested in modelling each individual 
person with a single agent.  At the same time, we are often 
interested in modelling the interactions of large numbers of 
individuals, and this forces a trade off between the detail of 
the individual models and the number of entities that can be 
modelled. 

Thus, while it is desirable for the agents to include models 
of various aspects of cognition (such as decision making, 
learning, belief representation, autonomous goals), it is 
necessary to pare them down to the bare minimum required 
to model the social interactions of interest.  By the standards 
of cognitive models many of the programs internal to each 
agent might be fairly simple, although some researchers in 
this area are investigating ways of including more detailed 
models of individuals within this type of simulation. 

Simulating Societies 

Our interest in ABS is to simulate how humans (or other 
social entities) might interact: for example, how complex 
coordination might be achieved through the interaction of 
essentially selfish agents (Edmonds, 2006).  Some of these 
models can be very detailed, including many different 
aspects of a particular observed social situation. In this case 
the result is more like a dynamic description within a 

simulation – a distributed representation that may 
incorporate many different kinds of evidence. 

Emergent Behaviour 

At the same time, complexity science has repeatedly 
shown how the interaction of fairly simple agents can result 
in complex (“emergent”) outcomes.  Thus, one stream of 
research in ABS is looking at how social systems might be 
understood in this way.  These tend to be quite abstract 
simulations with very simple agents, which are intended to 
encapsulate a general social theory, rather than to represent 
any particular observed social phenomena. 

Applying Social “Rules” to Other Networks 

One outcome of the study of emergent behaviour in 
human societies has been to transfer these principles to other 
social systems.  For example, when systems of 
independently programmed computers interact in a network, 
many of the same issues (trust, reputation, coordination etc.) 
that occur in human societies are found to be important.  
The previously mentioned work on cooperation between 
self-interested individuals, for example, has been used to 
develop algorithms for peer-to-peer computing systems that 
are robust against “cheaters” (Hales, 2006). 

Outline of the Tutorial 

This tutorial introduces the main ideas of ABS, 
highlighting the difficulties as well as the strength of these 
issues, drawing on many examples of ABS, from complex 
specific simulations, up to highly abstract simulations that 
encapsulate social theories.  In the second half of the 
tutorial, these ideas will be illustrated through the use of a 
concrete example.  Depending on the existing skills of the 
participants, there will be opportunities to implement their 
own realisation of this example. 
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Overview
This tutorial covers a tradition of symbolic computational
modelling known as EPAM/CHREST, with its first member,
EPAM (Elementary Perceiver and Memoriser) developed by
Edward Feigenbaum in 1959. EPAM was used to construct
models of a variety of phenomena, providing the impetus to
develop the chunking theory (Chase & Simon, 1973; Gobet
et al., 2001), which has been an important component of the-
ories of human cognition ever since.
The history of computational modelling includes a variety

of approaches to describe human behaviour. The benefits of
encoding a theory as a computational model include a pre-
cise definition of how the behaviour is to be explained, and
a means of generating quantitative predictions for testing the
theory. Examples include models of single phenomena (such
as Sternberg’s model of STM; (Sternberg, 1966)), integrated
models covering a wide range of different phenomena (such
as Soar (Newell, 1990) and ACT-R (Anderson & Lebière,
1998)), and over-arching principles, which guide the develop-
ment of models in disparate domains (such as connectionist
approaches (McLeod, Plunkett, & Rolls, 1998), or embodied
cognition (Pfeifer & Scheier, 1999)).
The group of models to be studied in this tutorial empha-

sise learning phenomena, and learning at a symbolic level.
EPAM was the precursor of the later CHREST (Chunk Hi-
erarchy and REtrieval STructures) system, and both are typ-
ically developed from large quantities of naturalistic input.
For example, in modelling expert perception of chess play-
ers, actual chess games are used (Gobet & Simon, 2000).
Similarly, in modelling the acquisition of syntax, large cor-
pora of mother-child interactions are employed to develop
the model’s long-term memory (Freudenthal, Pine, Aguado-
Orea, & Gobet, 2007).
The tutorial is structured so that participants will:

1. Acquire a complete understanding of the EPAM and
CHREST approach to computational modelling, and their
relation to the chunking and template theories of cognition;

2. Explore some key learning phenomena supporting the
chunking theory, based around experiments in verbal-
learning, categorisation and the acquisition of expertise;

3. Be introduced to an implementation of CHREST which
can be used for constructing models of their own data.

Further information about CHREST, supporting publications
and implementations can be found at: http://chrest.info

Chunking and Template Theories
A chunk is a ‘familiar pattern’, an item stored in long-term
memory. Chunks collect together more basic elements which
have strong associations with each other, but weak associ-
ations with other elements (Chase & Simon, 1973; Cowan,
2001). Miller observed (Miller, 1956) that short-term mem-
ory typically contains a limited number of pieces of infor-
mation, but the size of these pieces varies with context; this
observation lies behind the chunking theory. Chase and Si-
mon (1973) confirmed the presence of chunks in the recall of
chess positions, and the EPAM model provides a means of
learning, storing and retrieving such chunks.
The chunking theory has been extended to form the tem-

plate theory (Gobet & Simon, 1996, 2000). The extensions
include mechanisms to create retrieval structures, which use
specific retrieval cues to store and obtain information rapidly.
The template is a form of slotted schema, containing a core,
of stable information, and slots, containing variable informa-
tion. Where the chunking theory captures much of how the
average person learns in tasks such as verbal-learning, the
template theory further captures the way in which highly-
trained human experts perceive and identify patterns in their
domain of expertise.
A more detailed overview of the chunking and template

theories is contained in Gobet et al. (2001).

Implementation
CHREST comprises three basic modules:

• Input/output module, which is responsible for feature ex-
traction, passing the features to the long-term memory for
sorting, and guiding the eye movements;

• Long-term memory, which holds information in the form a
discrimination network; and

• Short-term memories, which hold pointers to nodes in the
long-term memory.

The key feature which distinguishes EPAM/CHREST
models is the discrimination network for storing and retriev-
ing information in long-term memory. Information input to
the models is assumed to form a list of subobjects, each of
which is either a further list of subobjects or else a primi-
tive. Once information has been stored within the network, it
becomes a chunk, a ‘familiar pattern’. Tests in the discrimi-
nation network check for the presence of individual primitive
objects, or known chunks (which can be large lists of sub-
objects). The discrimination network is trained by exposing
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CHREST to a large set of naturalistic data. A typical network
for an expert in a complex domain will contain on the order
of 100,000 nodes.
CHREST extends on EPAM by collecting chunks together

when an internal node meets specific criteria relating to its
connections with other nodes within memory. A template
is then formed from the common information in the linked
chunks, with slots created for the variable information. Just
as EPAM was the computational embodiment of key aspects
of the chunking theory, CHREST implements essential as-
pects of the template theory.
Input can be provided to CHREST in one of two ways. As

a single pattern, which is provided in ‘one go’. These pat-
terns are input to the network and stored directly. The second
way is to use the in-built attentional mechanism, by which
CHREST scans an input array, such as a chess board, and
stores parts of the input array into memory. Short-term mem-
ory will then hold a set of chunks, each of which may hold
information about a different part of the chess board, and col-
lectively holding information about most of the board. The
attention mechanism in CHREST is described in Lane, Go-
bet, and Ll. Smith (2009).
CHREST is implemented in Lisp, and uses Tk to provide

a graphical interface. A graphical environment enables users
to create simple CHREST models by providing data within
an input data file. The implementation also supports more
complex tailored models which may be developed by writing
special-purpose code using the packages within CHREST.
Within the tutorial we will introduce participants to the graph-
ical environment, walk them through a number of provided
examples which will illustrate the workings of the architec-
ture and some samples of successful applications, and finally
describe the input data format for applying the environment
to new domains. A library and manual is provided to assist
users wishing to write more complex models.

Applications
The tutorial will cover a variety of experimental data to illus-
trate the theory and processes. We begin with human verbal-
learning processes, which were behind the development of
the first EPAM learning system. The interlinked learning op-
erations, which alternately extend or elaborate information
in the netwrok, are illustrated using applications in verbal
learning (Feigenbaum, 1959; Feigenbaum & Simon, 1984).
Further properties of the chunking network will be described
with reference to results from categorisation (Gobet, Rich-
man, Staszewski, & Simon, 1997), implicit learning and lan-
guage learning (Freudenthal et al., 2007; Jones, Gobet, &
Pine, 2007).
More elaborate models of expertise explore the interaction

between the learner and its external environment. We illus-
trate this aspect of the theory with models of chess exper-
tise, and in particular look at the recall task, which can reveal
many details of expert memory. This application is used to
describe CHREST’s attention mechanisms (Lane et al., 2009)

and how they relate to training the discrimination network.
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Abstract 

In a recent book, Pew and Mavor and the Committee on 
Human-System Design Support for Changing Technology 
(2007) proposed a revision to Boehm’s Spiral Model for 
system development.  This revision encourages considering 
the user within a system as a source of risk.  Where these 
risks are significant, this approach suggests ways to reduce 
the risk through appropriate studies of the user.  This tutorial  
provides a summary of this model and some of the insights 
and extensions of this model based on teaching it.  These 
insights are related to learning: learning by the field through 
using this approach to organize methods and techniques, 
learning by system development managers that there are 
sometimes risks related to humans using their systems (and 
implications for how to teach this), learning about designers 
as stakeholders, and learning by designers as lessons from one 
design are applied to later designs.  These insights and 
extensions suggest the importance of shared representations 
such as cognitive models for educating team members and for 
the system development process.   

Keywords: Human-system design; user models; 
representation 

Introduction 

In a recent book, Pew and Mavor and the Committee for 

Committee on Human-System Design Support for Changing 

Technology (2007) propose a revision to Boehm's Spiral 

Model for system development. I present here a summary of 

this model for system design. This report argues that not 

understanding aspects of the user can be a risk in system 

design.  Thus, where there are no user related risks, system 

designers do not need to worry about users. In other cases, 

where there are risks, the book presents approaches for 

reducing these risks. User models are a way to share 

knowledge about users across the design process. 

Intended audience.  This tutorial will be of interest to 

people interested in using models in industry as a shared 

representation, modelers interested in applications of 

models, and those interested in understanding the 

Committee's report as edited by Pew and Mavor. 

Prerequisite knowledge: This tutorial does not presume 

any prerequisite knowledge. Attendees may wish to have 

skimmed the book (which is available on the web page-at-a-

time for free), or have examined other work on system 

design. 

The Spiral Model 

The spiral model is an approach to system design that 

encourages increment development of systems in a spiral of 

requirements specification, technical exploration, and 

stakeholder commitment.  The spiral model is shown in 

Figure 1, where movement around the spiral represents time 

and commitment and work on the project.   

At each stage in development, the system development is 

accessed for risks to the system’s success.  The process is 

then targeted at reducing these risks.  Some risks may be 

technical, can we build it or can we build it for that price?  

In these cases, technical work is performed to reduce the 

risk through technical understanding.  Other risks can arise 

from historical events, which are hard to reduce, and from 

financial matters, which often can be reduced by setting up 

contracts at a known price. Risks can also occur due to not 

understanding user, their tasks, or their interaction with the 

system, which the report and this tutorial address.  

 

 

Figure 1.  The basic spiral model (Pew & Mavor, 2007).  

This revised system design model in Pew and Mavor 

(2007) has several key features, as noted in the book:  

(a) Systems should be developed through a process that 

considers and statisfices the needs of stakeholders.  This 

step is done in the Exploration and Evaluation stages.   

(b) Development is incremental and performed iteratively.  

These related aspects are shown in Figure 1 by the multiple 

loops representing the increasing resources committed to 

design and implementation, and through the five stages 

(Exploration, Valuation, Architecting, Development, and 

Operation).  These stages are incremental because 

movement from one stage to another depends upon a 

successful review   

(c) Development occurs concurrently, that is, multiple 

steps may be performed simultaneously.  Designers may 

implement one part of the system while testing another.   
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(d) The process is mindful of risks during system 

development and deployment.  The level of risk is accessed 

repeatedly at milestones between stages.  Risk is used to 

manage the project—the level of effort and level of detail of 

work are driven by the level of risk.  Where there is no risk 

to system development, there is no need for effort to reduce 

risk.  For example, if the system being developed is similar 

to a known product, there may be no reason to explore 

further how to support users or how to manufacture it.   

Insights  

The committee did not set out to create human-system 

integration (HSI) teaching materials, but the resulting book 

can be used to teach about HSI, human-computer interaction 

(HCI), and human factors.  In teaching this material, the  

students and I found several extensions and insights.  

(a) The revised spiral model provides a framework for 

organizing much of HCI and HSI.  Most HCI methods can 

be cast as ways to reduce various types of risks, and most 

design processes cast as steps in the spiral.   

(b) The revised spiral model is not just normative, it is 

also descriptive.  That is, managers may already be working 

to reduce risk; it is just that they do not see the risks related 

to users because they do not understand users.  This insight 

suggests that it is likely to be more important to create 

materials to teach about incipient risks than it is to teach 

about the revised spiral model process itself.   

(c) Designers are stakeholders too.  Tools and approaches 

to reduce risks must support their understanding.  They are 

users of the process and their needs and capabilities are part 

of the development process.   

(d) One of the major results of using shared 

representations and analyses of systems while being 

designed may be learning of the design team and application 

to later designs. Thus, work on creating shared 

representations should not just include integration across the 

team and across the design process for a single project 

(which the book calls for), but also across designs over 

multiple projects. 

Summary 

The risk-driven incremental concurrent development model, 

the later version of the spiral model, provides a useful and 

safer way to create systems.  As a study aid, the model 

provides a new way to view HSI and HCI methods, design 

approaches, and development theories, and how to include 

them in system design.   

So, in this new view, the decision to do user research, 

review, or studies is based on system design risks. If the 

system development is predicted to be smooth and not 

novel, then little or no usability studies are required, and 

little or no should be done.  Where there is more risk, more 

work should be done given the resources.  But, the user-

related risk has be balanced against other risks.  The 

technology may in fact be riskier, and thus require more 

resources.  Or, as is often the case, the managers understand 

the technical risk.  

There are several corollaries to this.  The managers often 

must be educated about user risks, and we will need books 

and tutorials like this to help educate system designers about 

where and when their theories of users mismatch the world.   

We will need improved representations of users (shared 

representations) to use in the design process, similar to how 

blueprints are used in buildings.    
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