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Abstract
In order to develop a complex targeted behavior, an au-
tonomous agent must be able to relate and compare the in-
formation received from the environment and internally gen-
erated (Billing, 2010). For example it is often necessary to
decide whether the visual image currently being perceived is
a similar image encoded in some form in memory.

Neural learning architectures hence need a unit, a compara-
tor, able to compare several inputs encoding either internal or
external information, like predictions and sensory readings.
Without the possibility of comparing the values of predic-
tion to actual sensory inputs reward evaluation and supervised
learning would not be possible.

Comparators are usually not implemented explicitly, nec-
essary comparisons are commonly performed by directly
comparing one-to-one the respective activities, see for in-
stance (Bovet & Pfeiffer, 2005a, 2005b). This implies that
the characteristics of the two input streams (like size and en-
coding) must be provided at the time of designing the system.

It is however plausible that biological comparators emerge
from self-organizing, genetically encoded principles, which
allow the system to adapt to the changes in the input and in
the organism.

We propose an unsupervised neural circuitry, where the
function of input comparison emerge via self-organization
only from the interaction of the system with the respective
inputs, without external influence or supervision.

The proposed neural comparator neural circuit adapts ac-
cording to the correlations in the information streams re-
ceived as inputs. The system consists of a multilayer feed-
forward neural network which follows a local output mini-
mization (anti-Hebbian) rule for adaptation of the synaptic
weights.

The local output minimization allows the circuit to au-
tonomously acquire the capability of comparing the neural
activities received from different neural populations, which
may differ in the size of the population and in the neural en-
coding used.
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Figure 1: Density of output-distance pairs from the last 10%
of 700000 iterations of the comparator, comparing inputs of
dimension N = 5 under the same encoding. 20% of the In-
put were randomly-chosen equal vectors. The network self-
organizes to assign large output when the vectors are sepa-
rated by a large euclidean distance and small output when the
distance is zero. Thus the output behaves as a sigmoid of the
distance between input vectors, despite the network having no
information about the input being two vectors or about how
to calculate an euclidean distance.
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