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Abstract

This paper investigates how cognition facilitates the
adoption of new words through a study of the large-scale
Reddit corpus, which contains written, threaded conver-
sations conducted over the internet. Parameters for the
cognitive architecture are estimated. Using ACT-R’s ac-
count of declarative memory, the activation of memory
chunks representing words is traced and compared to
usage statistics sampled from a year of data. Potential
values for decay and retrieval threshold are identified
according to model fit and growth rates of word adop-
tion. The resulting estimate for the decay parameter,
d, is 0.22, and the estimate for the retrieval threshold
parameter, rt, lies between 3.4 and 4.5.
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Introduction

Language is a communication system that varies among
speakers and is constantly changing. Naturally, language
occurs in the context of social interaction, and large-scale
datasets reflecting language use are a good opportunity
to study individual cognition in the social context. It
is this context that the cognitive architecture may have
evolved to serve.

The aspects of the architecture most linked to the
adoption of new words among individual language users
is are declarative memory formation retrieval. English
is a productive language: new words are invented fre-
quently. In fact, the rate of new word formation has
increased in the past century (Lehrer, 2006). Newly in-
troduced words might be used for only a short period
of time or may last longer and contribute to large-scale
language change. This process relies on speakers taking
liberties with their word choice and on speaker commu-
nities that facilitate and accept the use of novel words.

In this paper, we model word choice and exposition
to words as the result of declarative memory activa-
tion (Anderson and Schooler, 1991). This lets us study
the cognitive architecture in the context of the social en-
vironment, as it presents itself in a very large corpus of
web-forum dialogue. As a result, we are able to derive
rational parameters for the ACT-R declarative memory
module.

Lexical change has been studied experimentally. For
example, naming games have proven to be a fruitful way
to elicit change (e.g., Baronchelli 2011). The dispersion
of new ideas has also been observed in large-scale data as
well. Hashtags in Twitter are a good example of neolo-
gisms that represent memes. Their dispersion dynamics

can be surprising in that they appear to be different de-
pending on the topic (Romero et al., 2011). For contro-
versial topics, e.g. in politics, repeated exposure keeps
achieving additional adoption (complex contagion).

However, to our knowledge, little work has studied
word adoption at an individual level through cognitive
modeling. We take this as an opportunity to employ
rational analysis to fit architectural parameters. While
Anderson and Schooler (1991) touched on this, deter-
mining certain features of memory that must be true
in order to process newspaper headlines. Relatedly, we
model the state of memory directly to determine the op-
timal fit of parameters based on the data.

For a word to be used spontaneously, it must have
high enough activation to be retrieved. This presents
a bit of a conundrum, and perhaps an explanation for
why this level of analysis has been avoided: to more
highly activate a word, it must be presented, but for it
to be presented, someone must successfully retrieve it.
Nonetheless, one can assume that there are some peo-
ple, the originators, for whom the word is more highly
active. Then, as these people are relatively few in num-
ber, we can still measure the approximate activation for
the adopters. This allows us to find the threshold for
adoption, and thus guess at the threshold for retrieval.

In this paper, we thus present a simple cognitive model
of word adoption. It uses a computational measure of
activation and a corpus of the Reddit web forum to in-
vestigate the role of memory in word adoption. Beyond
word adoption, we are interested in using measures of
activation to compare to more empirical results, such as
frequency. By using such empirical measures across a
wide dataset, we can measure accurate values for cer-
tain parameters of ACT-R that have only been guessed
at based on small-scale experimental results (Anderson,
1983). In particular, we focus on fitting the value of d,
the decay parameter, and estimating the value of rt, the
retrieval threshold parameter.

There are a few related topics that converge to our re-
search questions. In particular, we are interested in the
cognitive mechanisms that cause the adoption of new
words (or neologisms) or new ideas in general, as well as
the ability to use big data to provide evidence toward
parameters in cognitive models. Lastly, most models ul-
timately provide information about declarative memory
elements that already have been presented. This model’s



novelty, in part, is due to its evaluation of new elements
and an evaluation on corpus data.

Related Work

Beyond naming games, which have focused primarily on
social factors, there are a few studies on the impact
of cognitive factors on word adoption. For instance,
Gilhooly (1984) showed that age of acquisition is more
important than ’residence times’ in naming times. They
likewise relied on new words based on their introduction
to language. Indeed, age of acquisition has been related
to several such experimental paradigms and in many
other studies (e.g., Morrison and Ellis 1995). While
these studies are interesting, they have not focused on
how such factors impact the adoption of new words, just
how well they nestle in a single person. Other studies
we know of that take memory into account at all also
do not take adoption into account (e.g., De Vaan et al.
2007).

Most work that is focused on word adoption at a large
scale has focused on lexical innovation, which normally
has a focus on word forms, rather than memory and
time course (e.g., Baayen and Renouf 1996). However,
an important component of word adoption is not just
whether the word form is easy to learn, but whether it
can be retrieved from memory at all.

Previous work has focused on the relationship between
memory and traditional measures of activation found in
corpora, such as recency and frequency (e.g., Anderson
and Schooler 1991). While that work was fundamental,
it did not develop estimates for modern ACT-R, param-
eters.

This calls for a cognitive model, as some value of ac-
tivation should correspond to the retrieval threshold.
While this value is used in ACT-R, to our knowledge,
there are no papers estimating its empirical value in any
field, and we are certainly aware of none estimating it in
language.

Cognitive models of language are of course not new.
Both comprehension (e.g., Lewis and Vasishth 2005; Ball
et al. 2010) and production have been explored (e.g.,
Guhe 2009; Reitter et al. 2011). Language acquisition
has also been explored (e.g., Dornyei 2009), though it
has mostly focused on second language acquisition. This
is because it is difficult to acquire realistic human lan-
guage data at acquisition time. Cognitive models of
language acquisition without such strict constraints are
much more common (e.g., Pinker and Prince 1988). By
focusing on new words, we provide a possible work-
around. By using a corpus, we have a lot of data in
order to look at certain effects.

Methods
In general, our evaluation relies on comparing the data
created by our model of activation with the human data
from the corpus. This type of evaluation lets us fit

against a large amount of data, not only confirming pre-
vious findings about ACT-R but tuning and estimating
certain parameters.

Data: Reddit Corpus

Our data set consists of approximately 426GB of Reddit
data, ranging from the year 2012 to the year 2014. Red-
dit.com is a community-driven news aggregation website
that mostly contains discussions and ratings on a variety
of topics (Bergstrom, 2011). The various communities
the topics are organized around are called subreddits.

After the submission, people can reply with their
thoughts in a comment. Users can also comment on these
comments. We study these comments. Before applying
any of our analysis, we filter out comments in subreddits
with a small number of users (defined as 500). As anyone
can make a subreddit and invite their friends to join, we
wanted to avoid small subreddits that may more closely
resemble social networks than communities.

What constitutes a new word?

As discussed, our data spans 2012-2014. In this sense, we
came up with a simple way to determine if a word is new:
it did not occur in 2012, but it did occur in 2013 or 2014.
To ensure we excluded non-linguistic or pseudo-linguistic
elements (such as hyperlinks), we excluded every token
that did not entirely consist of alphabetic characters. To
ensure we excluded typos or words that only had mean-
ing in a single conversation, we used a simple arbitrary
cutoff of one hundred occurrences. We claim that these
three requirements are sufficient to define a new word,
or a neologism. Some example words can be found in
Table 1. In total, we found 3545 words matching these
criteria.

There are two important limitations to this. Some
elements of this set of words only have meaning to mem-
bers of that subculture; some of them may have even
fallen out of use already. Secondly, some of these words
originate from a culture external to Reddit. In some of
these cases, the usage of the words is still novel: Square
Cash, a financial product, was frequently referred to as
squarecash by Reddit users. Others, however, are strictly
adoptions, such as Chromecast. Thus, we will refer to
these as first adoption events. However, the cutoff for
number of occurrences does indicate that these are true
adoptions, not simply one-off usages.

While some of the first adoption events are origina-
tion events, all of them are a discussion of something
new. The first discussion of a new idea has social conse-
quence. In Reddit, people receive both explicit and im-
plicit rewards for social acceptance, through the karma
mechanism. We will use adoption to refer to any usage
of a new word by a subreddit, using origination or first
adoption for the first subreddit to adopt it, and later
adoption for later usages.



Table 1: A table containing examples of new words,
along with the subreddit it first appeared in, and a sub-
reddit that it appeared in later. Both of these events are
treated the same in our model.

Word First Adopter Later Adopter
dogetips dogecoin funny
misanderkirby ~ AdviceAnimals AskReddit
peshka gaming Warthunder
gamecribs leagueoflegends  counterstrike
squarecash economy Bitcoin
watchapps pebble Android

Cognitive Model

We see the adoption process as one that is governed by
declarative memory (DM). A word is added to the lex-
icon (in DM), and through repeated presentations, it
becomes available. We conjecture that initial use of the
word is aided by short-term memory, from direct copy-
ing, or aided by cues (which spread activation, if seen
from an ACT-R perspective). At some point, activation
of the memory trace in the modeled individuals reaches
the point where this word is retrievable without the help
of cues. This retrieval threshold, as well as the function
governing the gradual rise in activation, are central to
this model, and we will estimate their parameters from
the data.

We compute the activation of adopted words using the
base-level learning equation defined originally by Ander-
son (1983).

bll(z) = log <Z t;d>

icP,
In this equation, x represents any symbol, a word in our
case, and P, refers to the list of z’s presentations. So t;
is the time from that presentation to the present. Nat-
urally, for something with as many presentations as any
given word, it is infeasible to computationally manage
that sum. However, the full equation can be approxi-
mated using only the total number of presentations and
the k most recent presentations and n, = |P,| (Petrov,
2006).
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Petrov (2006) shows that the equation is close even for
k = 1. As the amount of events in the Reddit corpus is
very large, computing the many previous events is com-
putationally expensive. Thus, we relied on this approx-
imation and only kept track of the single most previous
event. Note that causes the left sum to collapse to t,;d.

Table 2 gives brief descriptions of how each parameter
was computed. For the constant d, we initially examine
two values: 0.5, the ACT-R default (Bothell, 2004), and
0.16, as found by Vasishth and Lewis (2004).

Activation, in ACT-R, is composed of the base-level
learning function (as above), in addition to spreading
activation from cues and noise.

Table 2: The parameters of our activation equation and
a description of how we computed them

Parameter | Description
Ng The total number of occurrences of that
word across Reddit
tk The time in between the current usage
and the previous usage
d The decay parameter, 0.5 or 0.16
tn, The amount of time since the first usage
of the word
k 1

Retrieval Threshold

The retrieval threshold rt defines the point of total acti-
vation for a memory trace to be retrievable. Obviously,
many assumptions influence this parameter, to include
how many times we assume the item to have been used
in the past, outside of the context of the experiment at
hand. As a consequence, no canonical value for this pa-
rameter is available. However, by looking at new words,
which not based on past experience, and influenced less
by external influence, we may be able to approximate
this threshold.

Filtering the data

In order to get a realistic estimate of rt, we had to look at
the pattern of the data. In particular, we wanted to see
at what point words were adopted. However, the time
course data taken naively is somewhat biased: because
each word is adopted at a different point, and our data
is only for just over 400 days, the number of words being
evaluated is different at each day. Thus, to get the full
range of effects while still avoiding bias, we only included
words with over 400 days of data, and excluded all data
beyond 400 days.

Relating adoption to declarative retrieval

Defining exactly what it means when the word is
"adopted’, and thus has activation above rt is non-trivial,
which is likely why there is so little information on it
throughout the literature. However, our hypothesis was
fairly simple: once activation is high enough that re-
trieval is possible, the frequency of usage will rapidly
expand, as it usage no longer relies on referencing exter-
nal sources. We will estimate that point by observing
the pattern of results and finding where the derivative
increases.
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Figure 1: Correlations between word usage and the calcu-
lated activation for different d values, ranging from 0.05 to
0.95.

Fitting the decay parameter

In order to fit the decay parameter, we show which mea-
sure of activation, computed as described earlier, best
predicts usages per day. The usage of each word every
day is an empirical metric that should show how ac-
tive that word actually is. We ask whether the ACT-R
default (.5) or the value found by Vasishth and Lewis
(2004) (0.16) yields a better fit, or if a different value
would be found altogether. A grid search between be-
tween .05 and .95 was used, optimizing the activation’s
correlation with usages per day while using that value.

Results

By closely examining the data, we are able to see a clear
inflection point for rt, as well as a pattern in the fit of
activation.

Decay parameter

The activation for each word occurrence was calculated
for different values for d. Figure Figure 1 shows the cor-
relation between activation and observed word usage as
a function of d. The correlation peaks at 0.22 (see Fig-
ure 1). Note that this methodology is approximate and
assumes, e.g., k = 1. So, this disagrees with a value of
0.5, but, largely, agrees with 0.16 reported in the litera-
ture.

Retrieval Threshold

After showing the pattern of usages per day over time,
there is a point where the function changes from oscil-
lating but linear to a more exponential curve. In other
words, we see a change in the derivative as the word is
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Figure 2: Average usage of new words per day, over time.
Day 0 represents the day on which the word was first adopted.
The dotted line marks the day where the derivative has
clearly changed, around day 250. This inflection point repre-
sents the adoption event.

adopted’, leading to larger gains as the word is able to
be used more freely. This is around 250 days in, as shown
in Figure 2. Then, looking at the activation over time

Activation
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Figure 3: Base-level activation for d = 0.16 calculated for
each word occurrence over time. Day 0 represents the day on
which the word was first adopted. The vertical dotted line is
at the same day as the inflection point shown in Figure 2; the
horizontal line shows the activation for this value of decay,
about 4.4. This value represents a possible value for rt.
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Figure 4: As Figure 2, for d = 0.22. The inflection is near
activation 3.45. This value represents a possible value for rt.

Activation
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Figure 5: As Figure 2, for d = 0.50. The vertical shows the
time of the same inflection point shown, here at activation
-0.75

we are able to find an approximate value for activation
where that changes, approximately 4.4 (see Figure 3).
However, this is based on d = 0.16, we also estimate it at
about 3.45 for d = 0.22, our own empirically found value
(see Figure 4). Lastly, we compute it for the ACT-R de-
fault of d = 0.5, and find it to be —0.75 (see Figure 5).
In general, the values found for activation for d = 0.5
also suggest it is not particularly suitable, as a negative
activation should not be retrievable at all. These values

correspond to reasonable guesses for rt. In particular,
based on our methodology, we do not claim either 250 or
the values for rt are the exactly correct values; however,
based on the results of this study, they present reason-
able constraints for an estimation of rt. In particular,
we chose 250 as a point that is clearly starting an ascent
and is significantly above the earlier trend.

Discussion

This paper has used ACT-R memory retrieval on data
that reflects long-term language use in a social context.
With this, we examine two critical parameters in declara-
tive memory retrieval: decay (d) and the retrieval thresh-
old (rt).

With this idea, we follow the idea of rational analysis:
can we observe environmental data to draw conclusions
about the individual cognitive system, assuming that it
has evolved to be optimally adapted to process infor-
mation from this environment while contributing to the
production of such data in the first place. However, what
is perhaps more unique to our approach is that we ob-
serve language behavior in a large-scale and long-term
social context.

As for d, we obtain a best fit at a very different rate
of decay than what is observed in controlled behavioral
experiments. Of course, many standard experiments on
memory retrieval use words, so language is not neces-
sarily unique to the data in the present study. For lan-
guage in context, as in the Reddit data, the slower decay
of language could be due to the heavy semantic related-
ness in language, which causes constant spreading ac-
tivation. Even new words are largely derivative of old
ones, borrowing phonetics, ideas, roots, or at least lex-
icography. Naturally, when dealing with models over
time courses that make sense for language, the differ-
ence between 0.50, and 0.22 is substantial. We provide
additional evidence that the value could be different.

One explanation of the slower decay that we observe
may be reinforcement through cognitive function that is
not observed: in other words, people do not write a word
in a Reddit post every time they think of it. The other
consideration is the time-course of word adoption: we
have examined language use through about one year (the
social band, Newell, 1990), while ACT-R’s declarative
memory framework is currently best suited to seconds
and minutes (the cognitive band).

Still, an important constraint is that Reddit consists
of written language and conversations can span several
days. This could be a possible problem, as it is unclear
how applicable forum discourse is to laboratory studies.
A similar study performed on a corpus of real-time com-
munication could be informative.

Our method for fitting ¢t opens up many interdisci-
plinary questions beyond the scope of this exploratory
study. What is the range of the inflection point when



considering multiple samples from the corpus, and from
other corpora? Are there meaningful bands (to use
Newell’s term) identifiable in the behavior of activation
before day 50 and after day 3007 Does language use in
context not follow the patterns of cue-based memory re-
trievals found in dedicated experiments? How does the
socio-informational network contribute to a changing in-
flection point and a critical mass necessary for conta-
gion? Nonetheless, we acknowledge the limitations in
the approach for measuring rt, though leave it to future
work to determine a more precise measurement, perhaps
based on fitting a model of retrieval to the corpus data.

Conclusion

In this paper, we use a cognitive model of memory that
models the process of learning new words. By evaluat-
ing the model on corpus of social, contextual language
use, we are able to model large amounts of human data,
which gives us insight into the process and lets us exam-
ine the ACT-R model of memory itself. By comparing
against an empirical measure of 'activation’, we are able
to correlate activation was computed by ACT-R in order
to determine a reasonable value for d in language. We
are also able to compute a reasonable estimate for rt, a
parameter that has yet to be fitted in language or other
domains. Specifically, we found that the bounds for a
retrieval threshold we found lie somewhere between 3.4-
4.5; the decay d at .22 or lower — unlike in many other
studies.
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