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Abstract

A wealth of experimental evidence shows that, contrary to nor-
mative models of choice, people’s preferences are markedly
swayed by the context in which options are presented. In this
work, we present the first resource-rational, mechanistic ac-
count of the decoy effect—a major contextual effect in risky
decision making. Our model additionally explains a related,
well-known behavioral departure from expected utility theory:
violation of betweenness. We demonstrate that, contrary to
widely held views, these effects can be accounted for by a
variant of normative expected-utility-maximization, which ac-
knowledges cognitive limitations. Our work is consistent with
two empirically well-supported hypotheses: (i) In probabilistic
reasoning and judgment, a cognitive system accumulates infor-
mation through sampling, and (ii) People engage in pairwise
comparisons when choosing between multiple alternatives.
Keywords: Risky decision-making; decoy effect; violation of
betweenness; rational process models; expected utility theory

1 Introduction
Expected utility theory (EU), the most prominent model of
rational choice (Bernoulli, 1738/2011), maintains that peo-
ple’s preferences should not change depending on the con-
text in which options are presented. More specifically, ac-
cording to the von Neumann-Morgenstern axiomatization of
EU (von Neumann & Morgenstern, 1947/2007), a rational
decision-maker obeys the independence axiom: preferences
between alternatives A and B depend only on preferences be-
tween A and B. Formally, the independence axiom prescribes
the following: If A is preferred to B out of the choice set
{A,B}, introducing a third option X , expanding the choice
set to {A,B,X}, does not make B preferable to A.

Contrary to the independence axiom, however, a wealth
of experimental evidence shows that people’s preferences are
markedly swayed by the context in which options are pre-
sented (e.g., Huber, Payne, & Puto, 1982; Wedell, 1991;
Roe, Busemeyer, & Townsend, 2001; Soltani, De Martino,
& Camerer, 2012; Tsetsos, Chater, & Usher, 2012; Noguchi
& Stewart, 2014; Mohr, Heekeren, Rieskamp, 2017).

Although contextual effects are predominantly studied in
the realm of multi-attribute decision making without risk
(e.g., Roe et al., 2001; Noguchi & Stewart, 2014), several
studies have experimentally investigated contextual effects
in risky decision-making (Huber et al., 1982; Wedell, 1991;
Soltani et al., 2012; Tsetsos et al., 2012; Mohr et al., 2017).

A prominent contextual effect in risky choice is the de-
coy effect (e.g., Mohr et al., 2017) according to which the

inclusion of a third asymmetrically-dominated gamble (de-
coy) into the choice set leads to increased preference for the
dominating gamble (target), thus clearly violating the inde-
pendence axiom of EU.

In this work, we present the first resource-rational, mech-
anistic account of the decoy effect in risky decision-making.
Concretely, we show that, contrary to widely held views, this
effect can be accounted for by a variant of the normative
maximizing of expected utility, sample-based expected util-
ity (SbEU), which acknowledges cognitive limitations that a
decision-maker is faced with (Nobandegani, da Silva Castan-
heira, Otto, & Shultz, 2018).

SbEU is a metacognitively-rational, process model that
takes into account that people adapt their strategies depend-
ing on the amount of time available for decision-making (e.g.,
Maule & Svenson, 1993; Svenson, 1993). Consistent with
a large body of evidence, SbEU posits that, in probabilistic
reasoning and judgment, a cognitive system accumulates in-
formation through sampling (e.g., Vul et al., 2014; Battaglia
et al., 2013; Lake et al., 2017; Gershman, Horvitz, & Tenen-
baum, 2015; Hertwig & Pleskac, 2010; Griffiths et al., 2012;
Gershman, Vul, & Tenenbaum, 2012; Bonawitz et al., 2014).

Additionally, our mechanistic explanation of the decoy ef-
fect relies on a key assumption: people engage in pairwise
comparisons when choosing between multiple alternatives.
Recent experimental work has provided mounting evidence
for this assumption (e.g., Russo & Rosen, 1975; Noguchi
& Stewart, 2014). Specifically, recent eye-tracking work by
Noguchi and Stewart (2014) shows that, when choosing be-
tween multiple alternatives, a series of comparisons is made
in each choice, with a pair of alternatives compared on a sin-
gle attribute dimension in each comparison.

We furthermore show that our resource-rational, process-
level account of the decoy effect can also explain another re-
lated, well-known behavioral departure from EU: violation of
betweenness (e.g., Camerer & Ho, 1994; Prelec, 1990). Con-
cretely, betweenness is a weakened form of the independence
axiom, prescribing that a probability mixture of two risky
gambles should lie between them in preference (Camerer &
Ho, 1994). Despite being widely assumed in game theory,
auction theory, macroeconomics, and dynamic choice, vio-
lations of betweenness are experimentally well-documented
(e.g., Camerer & Ho, 1994; Prelec, 1990).



After presenting a brief overview of SbEU, we proceed to
model the decoy effect and violation of betweenness in risky
decision-making.

2 Sample-based Expected Utility Model
Extending the cognitively-rational decision-making model of
Lieder, Griffiths, and Hsu (2018) to the realm of metacogni-
tion (Roberts & Erdos, 1993; Cary & Reder, 2002), SbEU
is a metacognitively-rational process model of risky choice,
positing that an agent rationally adapts their strategies de-
pending on the amount of time available for decision-making
(Nobandegani et al., 2018). Concretely, SbEU assumes that
an agent estimates expected utility

E[u(o)] =
∫

p(o)u(o)do, (1)

using self-normalized importance sampling (Hammersley &
Handscomb, 1964; Geweke, 1989), with its importance dis-
tribution q∗ aiming to minimize mean-squared error (MSE):
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s
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MSE is a standard normative measure of the quality of an
estimator, and is widely adopted in machine learning and
mathematical statistics (Poor, 2013). In Eqs. (1-3), o denotes
an outcome of a risky gamble, p(o) the objective probabil-
ity of outcome o, u(o) the subjective utility of outcome o, Ê
the importance-sampling estimate of expected utility given in
Eq. (1), q∗ the importance-sampling distribution, oi an out-
come randomly sampled from q∗, and s the number of sam-
ples drawn from q∗.

While cognitively-rational agents are ignorant about adapt-
ing their importance distribution q based on time avail-
ability, a metacognitively-rational agent would plausibly
use such considerations in their choice of q. That is,
the metacognitively-rational agent chooses a q which is
normatively-justified based on time availability considera-
tions, allowing strategy selection to be guided by time avail-
ability. In agreement with this view, a large body of psycho-
logical work on decision-making suggests that people adapt
their strategies in accord with time availability (e.g., Maule &
Svenson, 1993; Svenson, 1993). As evidenced by Eq. 3 ex-
plicitly depending on s, SbEU assumes that decision-makers
rationally adapt their strategies depending on time availabil-
ity.

SbEU posits that, when choosing between a pair of risky
gambles {A,B}, people make their choice depending on
whether the expected value of the utility difference ∆u(o) is
negative or positive (w.p. stands for with probability):

A =

{
oA w.p. pA
0 w.p. 1− pA

(4)

B =

{
oB w.p. pB
0 w.p. 1− pB

(5)

∆u(o) =


u(oA)−u(oB) w.p. pA pB
u(oA)−u(0) w.p. pA(1− pB)
u(0)−u(oB) w.p. (1− pA)pB
0 w.p. (1− pA)(1− pB)

(6)

Recent work by Nobandegani et al. (2018) showed that
SbEU can account for availability bias, people’s tendency
to overestimate the probability of events that easily come to
mind (Tversky & Kahneman, 1973), and can accurately sim-
ulate the well-known fourfold pattern of risk preferences in
outcome probability (Tversky & Kahneman, 1992) and in
outcome magnitude (Markovitz, 1952; Hershey & Schoe-
maker, 1980; Scholten & Read, 2014). Notably, SbEU is
the first rational process model to score near-perfectly in opti-
mality, economical use of limited cognitive resources, and ro-
bustness, simultaneously (Nobandegani et al., 2018; Noban-
degani, da Silva Castanheira, O’Donnell, & Shultz, 2019).

Following Nobandegani et al. (2018), and consistent with
prospect theory (Kahneman & Tversky, 1979) and cumulative
prospect theory (Kahneman & Tversky, 1992), in this work
we assume the following S-shaped, utility function:

u(x) =
{

x0.85 if x≥ 0,
−|x|0.95 if x < 0.

(7)

3 Decoy Effect in Risky Decision-Making
A prominent contextual effect in risky choice is the de-
coy effect (DE) according to which the inclusion of a third
asymmetrically-dominated gamble (decoy D) into the choice
set {T,C} (comprising of target T and competitor C) leads
to increased preference for the dominating gamble (target T ),
thus violating the independence axiom of EU (Arrow, 1963;
Ray, 1973; Machina, 1987).

Formally, DE can be mathematically characterize by hav-
ing P(T |{T,C,D}) > P(T |{T,C}) (Huber et al., 1982; Si-
monson, 1989; Speekenbrink & Shanks, 2013; Mohr et al.,
2017), with P(T |{T,C,D}) and P(T |{T,C}) denoting the
probability of choosing T when the choice set is {T,C} and
{T,C,D}, respectively.1

Consistent with mounting experimental evidence (e.g.,
Russo & Rosen, 1975; Noguchi & Stewart, 2014), we as-
sume that the decision-maker engages in pairwise compar-
isons when choosing from the choice set {T,C,D}, with pa-
rameters ptc, pcd , ptd denoting the probability of starting with
the pairs (T,C),(C,D),(T,D), respectively. The winner of
the first pairwise comparison will then compete against the
remaining risky gamble. Ultimately, the winner of the final

1DE is also a violation of the regularity axiom—a weakened
form of the independence axiom—according to which the addition
of an option to the choice set can never increase the probability
of choosing an option relative to the original set (Speekenbrink &
Shanks, 2013). More formally, for options X ,Y,Z, the regularity
principle prescribes the following: P(X |{X ,Y})> P(X |{X ,Y,Z}).
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Figure 1: Mohr et al.’s (2017) experimental data. Once de-
coy (D) is added to the choice set (middle bar, Decoy Con-
dition), people’s preference for the target (T ) significantly in-
creases. People’s preference for the target in the Decoy Con-
dition is also significantly higher than it is in the Filler Con-
dition. However, people’s preference for the target is not sig-
nificantly different between the Baseline Condition (wherein
the choice set is {C,T}) and the Filler Condition (wherein the
choice set is {C,T,F}). Adapted from Mohr et al.’s (2017,
Fig. 2A).

pairwise comparison will determine the explicit choice that
the agent makes from the original choice set {T,C,D}.

Recently, Mohr et al. (2017) investigated the neural under-
pinnings of DE in risky decision making using fMRI. Con-
cretely, Mohr et al. (2017) showed that specific brain regions
(e.g., the medial orbitofrontal cortex and the anterior insula)
not only code the value or risk of a single choice option but
also code the evidence in favor of the best option compared
with other available choice options.

In their behavioral experiment, Mohr et al. (2017) showed
that P(T |{T,C,D}) > P(T |{T,C}) when D is asymmetri-
cally dominated (i.e., D is dominated by T but not C), while
P(T |{T,C}) ≈ P(T |{T,C,F}) when a gamble F (called
filler) is dominated by both T and D, thus experimentally
confirming DE in risky decision-making. Mohr et al.’s (2017)
experimental data are shown in Fig. 1.

Next, we show that SbEU, together with the experimen-
tally well-supported assumption of pairwise comparison, can
provide a resource-rational mechanistic explanation of the be-
havioral finding by Mohr et al. (2017) discussed above. For
our simulation of risky DE, we adopt a representative stimu-
lus from Mohr et al. (2017, Fig. 1), involving four gambles

1 2 3

Conditions

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

M
o

d
el

 P
ro

b
ab

ili
ty

 o
f 

C
h

o
o

si
n

g
 T

ar
g

et
 (

T
)

Baseline Filler

***
***

n.s.

Decoy

Figure 2: Model simulation of Mohr et al.’s (2017) experi-
mental data reported in Fig. 1. Error bars indicate standard
deviation (SD). ∗∗∗P < .001, n.s. not significant.

(e denotes the Euro sign):

C =

{
80e w.p. 20%
0 w.p. 80%

T =

{
20e w.p. 80%
0 w.p. 20%

D =

{
20e w.p. 70%
0 w.p. 30%

F =

{
20e w.p. 20%
0 w.p. 80%

where C,T,D,F denote the competitor, target, decoy, and
filler gambles, respectively.

A la Mohr et al. (2017), we consider three experimental
conditions, with the Baseline Condition, Decoy Condition
and Filler Condition corresponding to participants choosing
from the choice sets {T,C},{T,C,D},{T,C,F}, respectively.

We simulate N = 1000 participants, with every participant
performing 100 trials of each of the experimental conditions.
Model predictions for a few samples (s = 4) are shown in
Fig. 2. This choice of s is supported by recent work providing
mounting evidence that people often use only a few samples
in probabilistic judgments and reasoning under uncertainty
(e.g., Vul et al., 2014; Battaglia et al. 2013; Lake et al., 2017;
Gershman, Horvitz, & Tenenbaum, 2015; Hertwig & Pleskac,
2010; Griffiths et al., 2012; Gershman, Vul, & Tenenbaum,
2012; Bonawitz et al., 2014; Nobandegani et al., 2018).

Fully consistent with Mohr et al.’s (2017) experimental
results (see Fig.1), SbEU predicts that P(T |{T,C,D}) >
P(T |{T,C}) (t(999) = 42.2177, P < .001, Cohen’s d =
1.3350) and P(T |{T,C,D}) > P(T |{T,C,F}) (t(999) =



43.9820, P < .001, Cohen’s d = 1.3908), while predicting
that P(T |{T,C}) ≈ P(T |{T,C,F}) (t(999) = 0.7550, P =
0.4504, Cohen’s d = 0.0239). Model predictions are shown
in Fig. 2.

In Fig. 2, we set ptc = 0.01, pcd = 0.98, ptd = 0.01. Re-
call that the parameters ptc, pcd , ptd denote the probability of
starting with the pairs (T,C),(C,D),(T,D), respectively. The
relatively high value of pcd receives strong theoretical sup-
ports from Theorem 1. Specifically, Theorem 1 provides a
general, theoretical foundation for risky DE, under the ex-
perimentally well-supported hypothesis that people engage in
pairwise comparisons when choosing between multiple alter-
natives (the pairwise-comparison hypothesis).

Theorem 1. Let S = {T,C,D} be the choice set, with
T,C,D denoting the target, competitor, and decoy, respec-
tively. Assuming that a decision-maker is to always start with
a particular pair, then the following holds true: Starting only
with the pair (C,D) can potentially produce risky DE. That
is, starting with the pair (C,D) can potentially lead to having
P(T |{T,C,D}) > P(T |{T,C}), while starting with the pair
(T,C) or (T,D) grants P(T |{T,C,D}) 6> P(T |{T,C}).

Proof of Theorem 1 is given in the Appendix. Theorem 1
has an important implication which can be articulated in sim-
ple terms as follows: Assuming that people perform pair-
wise comparisons when choosing between multiple alterna-
tives, the only reliable way of producing risky DE is for peo-
ple to significantly direct their attention to the pair (C,D)
at the outset of their decision-making process. (Recall that
the amount of attention directed at the pair (C,D) at the out-
set of decision-making is controlled by the parameter pcd .)
This provides a mathematically-rigorous, formal basis for our
choice of ptc = 0.01, pcd = .98, ptd = 0.01.

4 Violation of Betweenness in Risky Choice
Betweenness is a relaxation of the independence axiom, pre-
scribing that a probability mixture of two risky gambles
should lie between them in preference (Camerer & Ho, 1994).
Despite being widely assumed in game theory, auction the-
ory, macroeconomics, and dynamic choice, experimental vi-
olations of betweenness are well-documented (e.g., Camerer
& Ho, 1994; Prelec, 1990).

Formally, betweenness can be characterized as follows
(Camerer & Ho, 1994): If risky gamble A is preferred to
risky gamble B (i.e., A � B), then the following should hold:
∀p ∈ (0,1) : A � pA+(1− p)B � B, where pA+(1− p)B
denotes a probabilistic mixture of A and B with probabilities
p and 1− p, respectively. In simple terms, betweenness re-
quires that every probabilistic mixture of two gambles A and
B lie between them in preference (hence the term "between-
ness").

Next, we show that SbEU can additionally account for
an experimentally-documented violation of betweenness (Pr-
elec, 1990; Camerer & Ho, 1994).

An experiment by Prelec (1990), and replicated by
Camerer and Ho (1994), revealed that people preferred X to
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Figure 3: Model simulation of Prelec’s (1990) experimental
results. Consistent with the experimental data, the model pre-
dicts that, when choosing from the choice set {X ,Y}, people
prefer X over Y . However, when choosing from the choice
set {X ,Z}, the model predicts that people prefer Z over X ,
thus violating the betweenness property. Error bars indicate
standard deviations.∗P < .05, ∗∗∗P < .001.

Y , but preferred Z (a probabilistic mixture of X and Y ) to
X , hence violating the betweenness property. The gambles
X ,Y,Z are given by (Prelec, 1990):

X =

{
$20,000 w.p. 34%
0 w.p. 66% Y =

{
$30,000 w.p. 17%
0 w.p. 83%

Z =

 $30,000 w.p. 1%
$20,000 w.p. 32%
0 w.p. 67%

where Z = 16
17 X + 1

17Y , i.e., Z is a probabilistic mixture of the
gambles X and Y with probabilities 16

17 and 1
17 , respectively.

As we did in our simulation of risky DE, we simulate N =
1000 participants, with each participant performing 100 trials
of each of the experimental conditions (Condition I: choosing
between the gamble X and Y ; Condition II: choosing between
the gambles X and Z).

Model predictions for a few samples (s = 4) are shown
in Fig. 3. Consistent with the Prelec’s (1990) experimen-
tal data, SbEU predicts that, in Condition I, P(X |{X ,Y}) >
P(Y |{X ,Y}) (t(999) = 2.4160, P = .0159, Cohen’s d =
0.0764) while predicting that, in Condition II, P(Z|{X ,Z})>
P(X |{X ,Z}) (t(999) = 44.8260, P < .001, Cohen’s d =
1.4175).

5 General Discussion
Expected utility theory (EU), the most prominent model of ra-
tional choice, maintains that people’s preferences should not
change depending on the context in which options are pre-
sented. Contrary to a widely held view, in this work we show
that a variant of normative expected-utility-maximization



which acknowledges cognitive limitations, SbEU (Noban-
degani et al., 2018), can provide a metacognitively-rational
process-level account of a prominent contextual effect in
risky decision-making: the decoy effect (e.g., Mohr et al.,
2017). Additionally, our explanation provides a resource-
rational mechanistic account of another behavioral departure
from EU: violations of betweenness (e.g., Camerer & Ho,
1994; Prelec, 1990). Betweenness, a relaxation of the inde-
pendence axiom, has played a prominent role in developing
generalizations of EU and their applications to game theory
and macroeconomics (Camerer & Ho, 1994).

Recent work has shown that SbEU can account for the
St. Petersburg paradox, a centuries-old paradox in human
decision-making (Nobandegani, da Silva Castanheira, Shultz,
& Otto, 2019a), and can provide a resource-rational mecha-
nistic account of (ostensibly irrational) cooperation in one-
shot Prisoner’s Dilemma games, thus successfully bridging
between game-theoretic decision-making and risky decision-
making (Nobandegani, da Silva Castanheira, Shultz, & Otto,
2019b). There is also experimental confirmation of a coun-
terintuitive prediction of SbEU: Deliberation leads people to
move from one well-known bias, framing effect, to another
well-known bias, the fourfold pattern of risk preferences (da
Silva Castanheira; Nobandegani, & Otto, 2019).

Notably, the present study is simultaneously guided by,
and consistent with, two empirically well-supported assump-
tions: (1) In probabilistic reasoning and judgment, a cognitive
system accumulates information through sampling (e.g., Vul
et al., 2014; Battaglia et al. 2013; Lake et al., 2017; Ger-
shman, Horvitz, & Tenenbaum, 2015; Hertwig & Pleskac,
2010; Griffiths et al., 2012; Gershman, Vul, & Tenenbaum,
2012; Bonawitz et al., 2014), and (2) People engage in pair-
wise comparisons when choosing between multiple alterna-
tives (e.g., Russo & Rosen, 1975; Noguchi & Stewart, 2014).

Camerer and Ho (1994) provide evidence suggesting that
people are more likely to violate the independence and the
betweenness axioms when presented with single-stage gam-
bles than with multi-stage gambles (wherein, with some prob-
ability, the agent is presented with one risky gamble, and,
with some other probability, with a different risky gam-
ble). The present study particularly focused on single-stage
gambles. Future work should investigate if the resource-
rational process-level explanation presented in this work
could also account for the forgoing tendency experimentally
documented by Camerer and Ho (1994).

There have been several recent studies (see Lieder & Grif-
fiths, 2018, for a review) attempting to show that many well-
known (purportedly irrational) behavioral effects and cogni-
tive biases can be understood as optimal behavior subject
to computational and cognitive limitations (e.g., Griffiths,
Lieder, & Goodman, 2015; Nobandegani, 2018; Lieder, Grif-
fiths, Huys, & Goodman, 2018). The present study con-
tributes to this line of work by providing a resource-rational
process-level explanation of two (purportedly irrational) ef-
fects in risky decision-making. As such, our work suggests

an alternative perspective on evaluating human rationality:
To judge human rationality not by whether human behav-
ior respects a set of axioms and/or principles (e.g., the in-
dependence axiom, the betweenness axiom, etc.), but by the
extent to which human judgment and decision-making is in
accord with rational process models acknowledging compu-
tational and cognitive limitations (e.g., Lieder & Griffiths,
2018; Nobandegani, 2018).

While the foregoing approach to evaluating human ratio-
nality is still in its infancy, and much work is needed to inves-
tigate the efficacy of this perspective, we hope to have made
some progress in this direction.

Appendix
Proof of Theorem 1
There are three possible pairs (T,C),(T,D),(C,D) that the
decision-maker can begin with. In what follows we consider
each possibility in turn, showing that only starting with the
pair (C,D) grants the occurrence of risky DE.
Case 1. Starting with the pair (T,C):

P(T |{T,C,D}) = P(T |{T,C})P(T |{T,D})≤ P(T |{T,C}).

The right-hand side inequality immediately follows from the
basic axiom in probability that P(T |{T,D})≤ 1.
Case 2. Starting with the pair (T,D):

P(T |{T,C,D}) = P(T |{T,D})P(T |{T,C})≤ P(T |{T,C}).

The right-hand side inequality immediately follows from the
basic axiom in probability that P(T |{T,D})≤ 1.
Case 3. Starting with the pair (C,D):

P(T |{T,C,D}) = P(C|{C,D})P(T |{T,C})+
P(D|{C,D})P(T |{T,D}) (8)

Under the plausible assumption that P(T |{T,D}) >
P(T |{T,C}) (due to the fact that T dominates D), it follows
that the right-hand side of Eq. 8 is greater than P(T |{T,C}),
hence granting the occurrence of risky DE.

This completes the proof of Theorem 1. �
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