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Abstract

Workload assessment remains a challenging, multi-
dimensional problem. A variety of metrics are available
(behavioral, physiological, subjective), but their relationships
to each other and the underlying cognitive processes produc-
ing workload are not well understood. In the present paper,
we extend an approach known as Cognitive Metrics Profiling
to an unmanned vehicle control simulation. We show how
the model predicts behavioral performance and physiological
indicators of global workload in the task and produces insights
about sources of workload.
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Introduction

Cognitive workload has been the focus of empirical and the-
oretical investigation for many decades (Cain, 2004). Lim-
itations in workload have captured the interest of cognitive
scientists, in part, because its effects pervade a wide range of
tasks, and it has direct practical implications. As an abstract
concept, workload is challenging to measure directly. Several
indirect measures have been used in the literature, including
subjective, behavioral, and physiological measures, each with
advantages and disadvantages.

Subjective or self-reported measures, are straightforward
to implement, but can be obtrusive if administered during
a task, and are vulnerable to biases when assessed retro-
spectively (Matthews et al., 2015). Behavioral measures in-
clude primary task or secondary task performance (e.g., ac-
curacy,reaction time). Primary task performance is unobtru-
sive, but doesn’t indicate how much capacity may remain for
addiitonal tasks. Secondary tasks can indicate spare capac-
ity, but are more obtrusive than primary tasks (Miller, 2001).
Physiological measures such as electroencephalogram (EEG)
and electrocardiography (ECG) have the advantage of being
unobtrusive and capturing changes in workload across time;
however, they are often contaminated with reactions to other
factors such as the environment (Miller, 2001).

The difficulty in defining and measuring workload poses
challenges for theoretical progress (Cain, 2004). Cognitive
architectures have the potential to provide a much needed the-
oretical framework for informing existing workload metrics.
Cognitive architectures have two advantages: (1) as formal
models, they provide precise descriptions of cognitive mech-
anisms and processes that underlie workload, and (2) as in-
tegrative theories, cognitive architectures are applicable to an

array of both simple and complex tasks across many cognitive
domains.

Cognitive Metrics Profiling (CMP) is one of the first ef-
forts to define and measure workload within a cognitive ar-
chitecture (Gray, Schoelles, & Sims, 2005; Gray, Schoelles,
& Myers, 2005). CMP uses the Adaptive Control of Thought
Rational (ACT-R; Anderson et al., 2004) cognitive architec-
ture to characterize the evolving cognitive demands of a task
and link those demands to performance predictions. In CMP,
workload is defined as a weighted sum of activity across mul-
tiple information processing modules (e.g., vision, motor, and
declarative memory).

Initial validation of CMP has been promising. Past work
has indicated a correlation between CMP and behavioral and
subjective indicators of workload (Jo et al., 2012). However,
CMP currently has two major limitations: 1) It has been eval-
uated only in small-scale tasks of short duration (e.g. paired
associates) (Gray, Schoelles, & Sims, 2005; Jo et al., 2012)
and 2) the relationship between CMP estimates and physio-
logical indicators of workload has not been investigated.

In the present paper, we seek to further validate and extend
CMP in two ways: first, we investigate the relationship be-
tween CMP and established EEG metrics of workload to fur-
ther establish convergent validity, and second, we use CMP
in an unmanned vehicle operator task to test its scaleability to
more complex tasks.

Cognitive Metrics Profiling

Theory and Rationale

CMP uses the ACT-R cognitive architecture to quantify the
degree to which cognitive resources (e.g., memory or vision)
are taxed during a given task. A profile detailing cognitive
resource usage can be analyzed to understand how task de-
mands affect cognition. For example, if the declarative mem-
ory module is in use for 80% of the task then the memory
demand of the task would be very high, making it difficult to
take on additional tasks also heavy in memory demand. Al-
ternatively, CMP can be used to measure global workload,
which is defined as a weighted sum of activity across mod-
ules. Jo et al. (2012) found that global workload derived from
CMP is correlated with subjective workload judgments.



Present work

In the present work, participants completed an UV task and
we compared EEG and ECG metrics to workload profiles
generated from CMP. We used a UV task because it induces
a wide range of workload levels and taxes ACT-R modules to
varying degrees. Together, these factors provide a wide range
of workload conditions with which to validate CMP against
physiological indicators of workload.

Predictions

Figure 3 lists the predicted relationships between physiologi-
cal workload indicators and model-based workload generated
from CMP. Several studies have shown EEG band frequencies
correspond to manipulations of cognitive workload (Borgh-
ini et al., 2014; Lean & Shan, 2012). Alpha and theta have
been shown to decrease and increase with cognitive work-
load, respectively. Research has also suggested that different
frequencies within the alpha band capture different aspects
of workload, with lower alpha (8-10 Hz) reflecting alertness
and upper alpha (10-13 Hz) reflecting information-processing
(Klimesch, 1999). Ratios of band frequencies have also
shown some promise, with the Task Load Index (TLI), a ratio
of theta and alpha, and the Engagement Index (EI), a ratio of
beta to alpha and theta, increasing with increased workload
and task engagement, respectively (e.g., Kamzanova et al.,
2014; Freeman et al., 1999). In addition to EEG metrics, heart
rate variability metrics have been shown to decrease with in-
creased cognitive workload (Lean & Shan, 2012).

Method

Participants

Ten volunteer employees (Mage = 29.30; SDage = 6.99; Rage
= 19-41; Proportionmale = 50.00%) from Wright-Patterson
Air Force Base (WPAFB) who were unfamiliar with the task
completed an informed consent document and participated
in the study. Participants reported normal or corrected-to-
normal vision, normal color vision, and normal hearing. This
study was approved by the Air Force Research Laboratory
(AFRL) Institutional Review Board (IRB).

Task Description

Participants completed two 60-minute missions of varying
difficulty in IMPACT (Intelligent Multi-UxV Planner with
Adaptive Collaborative/Control Technologies; Draper et al.,
2017; Rowe et al., 2015)—a high fidelity UV simulator. We
manipulated the task density of the missions—the number
and difficulty of the tasks—to induce low vs. high levels of
work load. The IMPACT environment consists of an array
of monitors and two modes of communication: a microphone
and headset for auditory communication, and a communica-
tion window for text communication and alerts. Alerts and in-
structions to complete tasks are presented primarily through
the communication window and, to a lesser extent, via the
headset. The primary monitor features a map of the base, a

menu system for selecting and managing UVs, and a com-
munication window. Three secondary monitors provide alter-
native views of the base map, UV sensor and status informa-
tion, and a reference manual instructing participants how to
dispatch UVs for various tasks.

During a mission, the participant must complete a variety
of tasks that require scheduling and planning, resource man-
agement, multi-stage decision making, communication, and
information search and acquisition. Many tasks require the
participant to dispatch UVs either at predetermined times for
routine surveillance or in response to sporadic security events.
In order to correctly dispatch a UV, the participant must select
a UV with attributes required by the task, such as the destina-
tion, UV type (e.g., aerial vs ground), optional automatic ter-
mination, and maneuver (e.g., inspection or blockade). Par-
ticipants can terminate UV tasks either through scheduled au-
tomation or manually upon receiving instruction via the com-
munication system. Other types of tasks occur periodically
throughout the mission. For example, participants must re-
allocate resources in response to environmental or mechani-
cal problems, and answer information queries, requiring in-
formation to be found within the interface and relayed via the
communication window.

Protocol

Data collection for each participant was performed separately
over the course of a single day. First, participants were trained
to use the IMPACT system and to perform base defense ac-
tions. Training included participants performing a capstone
mission where the experimenter revealed any behavioral er-
rors and allowed the participant to ask questions. After train-
ing, participants were fitted with EEG and heart rate physio-
logical sensors and participant eye gaze was calibrated to an
eye tracking system. Participants then completed a low and a
high task density condition. Both conditions were 60 minutes
in length and were counterbalanced across participants.

Unmanned Vehicle Model

We developed a model of the UV task within the ACT-R cog-
nitive architecture (Anderson et al., 2004). A cognitive ar-
chitecture is a formal, computational framework for simulat-
ing and testing comprehensive theories of cognition (Newell,
1990). The ACT-R cognitive architecture consists of spe-
cialized information processing modules, spanning procedu-
ral and declarative memory, visual and auditory perception,
speech production, and motor execution. Cognition unfolds
over a series of production cycles which coordinates the flow
of information among the modules. Importantly, module ac-
tivity within the architecture forms the basis for workload
measurement within CMP.

In the interest of brevity, we will focus on the high level
strategy employed by the model, such as how it searches the
interface for tasks and how it resolves conflicts between com-
peting goals. The model’s strategy is illustrated as a flow
chart in Figure 1. The strategy is composed of three primary
phases: an active search phase, a passive monitoring/waiting



phase, and a task execution phase. During the search phase,
the model inspects three locations within the interface for new
tasks: (1) a message window where information queries and
new task alerts appear, (2) a base map where certain problem
events appear, and (3) a list of Random Anti-Terror Measures
(RAMs) with target execution times and deadlines.

When a task is found, the model performs the task and
rechecks the interface for new tasks that might have become
available during the intervening time. When no task is found,
the model proceeds to the next location. At the third location,
the model compares the mission clock to the target times for
the RAMs. The model will perform a RAM if the mission
time is within a parameter we term leading time—a period
of time preceding the deadline, during which the model will
attempt to complete the task. If no RAMs can be completed,
the model enters a passive monitoring phase, in which it waits
for the next RAM and responds to events that pop up in the in-
terface. Periodically, during the monitoring phase, the model
will ”re-calibrate” its internal clock to the mission clock in an
effort to mitigate growing temporal estimation error.

Figure 1: A flow chart of the model’s high-level strategy for
the UV task. Boxes represent processes and diamonds repre-
sent decision points.

The model primarily uses a first come, first served policy
to manage competing task demands. This is why the model
reinspects the interface for new tasks upon the completion of
a current task. One minor exception to the rule occurs when
an audio message is presented during an ongoing task. In this
case, the model briefly suspends the ongoing task to encode
the message, resumes the suspended task, and later attempts
to complete the task associated with the auditory message.

Workload and Performance Measures

Physiological Workload Metrics We collected EEG, heart
rate variability, and eye tracking data for our physiological
workload metrics. Throughout the recordings, the eye track-
ing system had difficulty locating participant’s eyes due to
the experiment environment, producing several missing val-
ues. As a result, the ocular methodology and data are not re-
ported. A list of workload metrics and respective calculations
can be found in Table 1. EEG data was collected with a sam-
pling rate of 500 Hz from a dry electrode Quick-20 Cognion-
ics headset (Cognionics, CA, USA). Electrode locations fol-
lowed the 10-20 system with 19 active channels (Fp1, Fp2,
Fz, F3, F4, F7, F8, Cz, C3, C4, T3, T4, Pz, P3, P4, P7, P8,
O1, and O2), two grounds located adjacent to Fp1 and Fp2,
and a linked ear reference. Electrode contacts consisted of sil-
ver/silver chloride matrixed for conductivity. EEG data was
cleaned and processed offline with an in-house script utiliz-
ing the MATLAB (The MathWorks, Inc., MA, USA) tool-
box EEGLAB (Delorme & Makeig, 2004). EEG data was
re-referenced to the linked ear reference and filtered using a
Parks-McClellan optimal equiripple finite impulse response
(FIR) band-pass (high-pass cutoff 1 Hz and low-pass cutoff
95 Hz) and notch filter (60 Hz). DC offset was removed and
a recursive least squares adaptive filter was used to remove
eye artifacts. To calculate EEG metrics, average band power
was extracted from 10 second epochs with no overlap using a
modified periodogram spectral estimator with a Hanning win-
dow. Specific metrics were then calculated from these band
power values and log transformed.

Inter-beat (RR interval) data was collected with a sampling
rate of 18 Hz from a Zephyr Bioharness 3.0 (Zephyr Technol-
ogy Corp., MD, USA). RR interval data was cleaned offline
with an in-house script by identifying outliers with a percent
change strategy based on data epochs (e.g., Kemper et al.,
2007; Persson et al., 2005). Outliers were removed and lin-
ear interpolation was utilized to extract values to replace the
outliers (e.g., Peltola, 2012).
Performance Evaluation Due to heterogeneity of the
tasks, we evaluated performance according to criteria that
depended on task-specific requirements. A score of 1 was
recorded if a participant satisfied a criterion and 0 otherwise.
For example, events that required the deployment of a UV
typically included a 3 minute deadline, correct destination,
correct UV attributes (e.g., correct sensor), correct opera-
tion (e.g., aerial inspection) and a category for miscellaneous
situation-dependent constraints (e.g., scheduled termination
of a task). Information queries were evaluated according to a
3 minute deadline and the correctness of the response.
Model Fitting We varied two parameters that exert broad,
cascading effects on the task dynamics and resource engage-
ment: latency factor, which affects overall memory retrieval
times by scaling memory activation, and leading time, which
specifies how far in advance a RAM is completed relative
to its deadline. In order to find the best-fitting parame-



Table 1: Physiological metrics and respective calculations.

Metric Calculation
Alpha Band power in range of 8 - 13 Hz located

at Pz site.
Lower Alpha Band power in range of 8 - 10 Hz located

at Pz site.
Upper Alpha Band power in range of 10 - 13 Hz located

at Pz site.
Theta Band power in range of 4 - 8 Hz located at

Fz site.
Frontal Theta Calculated as the average of theta at F3 and

F4 sites (e.g., Kamzanova et al., 2014).
TLI Calculated as theta (Fz)/alpha (Pz) (Gevins

& Smith, 2003; Kamzanova et al., 2014).
EI Calculated as beta/(alpha + theta) from

averages of sites Cz, P3, Pz, and P4
(Kamzanova et al., 2014; Freeman et al.,
1999).

Mean HRV Calculated as the mean of RR intervals.
Median HRV Calculated as the median of RR intervals.

ters, we performed a grid search in which latency factor
2 {.5,1.0,1.5} and leading time 2 {2,4,8} were varied in-
dependently. We simulated the model 20 times for each pa-
rameter set 1.

The model predicted the number of participants that sat-
isfied each criterion for each task. The fit of the model was
evaluated according to a normalized root mean squared er-
ror (NRMSE) measure based on the standard deviation of the
binomial distribution. Some advantages of this approach in-
clude: (1) ease of interpretation, (2) it is more stringent at the
boundaries (e.g., 90% correct) where data are less variable,
and (3) it requires no pooling across heterogeneous data.

NRMSE was computed as:

NRMSE =

vuut 1
N

I

Â
i=1

Ci

Â
c=1

✓
x̂i,c � xi,c

si,c

◆2

where i = [1,2..., I] is an event index, c = [1,2...,Ci] is a
criterion index for each event, N = ÂI

i=1 Ci is the total num-
ber of criteria across all events, xi,c is the number of partici-
pants who satisfied criterion c for event i and x̂i,c is the corre-
sponding prediction. The standard deviation is computed as
si,c =

p
S · pi,c · (1� pi,c), where S is the number of partici-

pants and pi,c is the proportion of participants who satisfied
criterion c for event i. In cases where pi,c = 1, we adjusted
the value downward to the next possible value of 9

10 to prevent
division by zero.

1The grid search was small due to simulation times and the fact
that fit was only moderately sensitive to changes in parameter values.

Results

Behavioral Performance

After excluding 8 complex tasks that were difficult to model,
there were 27 and 43 tasks remaining in the low and high
task density conditions, respectively. To assess our workload
manipulation, we averaged across all tasks and their criteria
to yield two overall accuracy scores per subject—one for low
task density and one for high task density. A paired t-test (t(9)
= 5.93, p = .00, d = 1.87) revealed an effect of task density
on accuracy, high (M = .84) vs low (M = .94). As predicted,
mean subjective workload, as measured by the NASA-TLX,
was higher in the high (M = 53.33) vs low (M = 20.58) task
density condition, (paired t-test, t(9) = 8.75, p = .00, d = 2.77).

Model Results

The best-fitting parameters were latency factor = 1 and lead-
ing time = 8 (NRMSE = 2.03), suggesting that subjects were
proactive in setting up RAMs in advance of their deadlines.
The predicted accuracy was .98 and .90 for low and high task
density, respectively. Although the model tended to over-
estimate accuracy, it was able to capture the qualitative drop
in performance.

Workload was computed according to the formulas de-
scribed in (Jo et al., 2012) using consecutive time windows of
10 seconds (see Figure 2). Across the entire mission, mean
workload was higher under high task density (2.30) compared
to low task density (1.59), mirroring the behavioral perfor-
mance results and subjective workload assessments.

Figure 2: A comparison of global workload profiles gener-
ated by the model in the low workload and high workload
conditions.



Workload Regression

We examined the association of the physiological workload
metrics with workload derived from the cognitive model (val-
ues were rounded to the nearest whole number to create
five workload levels, 0 - 4) and task density condition (low
vs high) using linear mixed effects modeling (LMM). We
performed robust linear mixed effects modeling (RLMM)
from the robustlmm package (Koller, 2016) in R (R Core
Team, 2017) due to violations of residual normality and ho-
moscedasticity assumptions. Baseline models included the
metric of interest and a random intercept for subjects. Aug-
mented models included the workload predictors of interest
(1. Level, 2. Level and Condition, 3. Level, Condition,
and Level x Condition) and a random intercept for subjects.
Robustified estimating equations from RLMM do not corre-
spond to likelihood statistics. As a result, we could not com-
pare the models with an ANOVA or obtain p values for the
fixed effects. However, Wald confidence intervals can be used
to examine the significance of the fixed effects.

RLMM analyses indicate that only EI had significant work-
load level and task density condition effects, suggesting in-
creased task engagement as model workload level increased
and as task density condition increased. The other EEG and
heart rate metrics suggested marginal and trending effects in
the expected directions, except for theta and TLI metrics in
terms of task density condition (see Figure 3).

Figure 3: Predicted direction of relationship and regres-
sion coefficients between physiological workload and model-
based workload. Main effects of level and condition are
shown. Dots represent mean coefficient estimates and hori-
zontal lines represent 95% confidence intervals. HRV coeffi-
cients were re-scaled by .01 for ease of presentation.

Discussion

CMP is a promising technique for characterizing workload,
but it remains untested in complex environments and its con-
vergent validity with other workload indicators, especially
physiological indicators, has not been fully established. In
the present study, we applied CMP to a multiple-vehicle con-
trol task that takes place over an extended time (60 minutes).
Further, we examined the relationship between workload es-
timates generated by CMP and physiological indicators com-
monly associated with cognitive load or global cognitive ac-
tivity. We found preliminary evidence for a relationship with
one such indicator, EI, suggesting that the activity of an ACT-
R model could be a valid way to characterize the cognitive
resources utilized by a task. This is a potentially useful tech-
nique for predicting overall workload levels and the specific
cognitive capacities affected by high workload moments.

We have provided a proof-of-concept here that CMP can
discriminate between low and high workload conditions even
in tasks that involve many complex interrelated subtasks over
a long period of time. The CMP model predicts both an in-
crease in subjective workload and a decrease in performance
across subtasks in high complexity conditions, as was ob-
served here. Future studies should look at CMP predictions
across a wider range of task difficulties to confirm that it ad-
equately captures the shape of the relationship between task
difficulty and predicted workload.

This study adds to previous work relating ACT-R models
to neural activity. It has been shown previously that buffer ac-
tivity in ACT-R can be related to the BOLD signal in fMRI,
suggesting that buffers may be meaningfully associated with
activation of certain populations of neurons in the brain (Borst
& Anderson, 2015; Qin et al., 2003). Moreover, it has been
demonstrated that activity predicted by ACT-R can be recov-
ered using Hidden Semi-Markov modeling of EEG data (An-
derson et al., 2016). The present study adds to that growing
body of research by suggesting that ACT-R activity may also
be associated with neural indicators of cognitive activity.

We believe the tentative relationship between CMP and EI
makes sense given that EI is thought to reflect multiple cog-
nitive processes and resources. However, this is a relation-
ship that warrants further exploration and clarification. The
relationship observed here between model activity and EI is
still very tentative due to noise in the indicator itself and the
absence of a specific physiological model relating the two
quantities. However, we propose these results justify con-
firmatory studies to test the hypothesis that CMP and EI may
both characterize similar cognitive processes associated with
workload. If this relationship is further explored, CMP may
offer a potential integrative framework for behavioral, physio-
logical, and subjective workload metrics, improving our abil-
ity to understand how they relate to each other and to the cog-
nitive operations that they measure.
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