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Abstract

Our research presents a review of the StarCraft II ecosystem,
and an analysis of those universal characteristics integral to
the replay data generated by thousands of humans and robots
in mixed competitions. In this paper we present the obvious
and subtle differences between human and machine tourna-
ment play, and demonstrate that we can still identify and lever-
age various aspects of game play to distinguish human from
machine.
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Introduction
In this paper we describe an analysis of Starcraft game play-
ing replay data to draw attention to differences between hu-
man and machine gameplay style, and subtle indicators that
may help an observer identify bots that otherwise play very
much like a human, and are even capable of defeating expert
human players in tournament play.

Our primary motive for replay analysis is less about finding
out how to be the best human player, or how to design the best
autonomous agent; rather, we are interested to see what sets
humans apart from game-playing A.I., and how successfully
these aspects of game play can be measured, modeled, and
perhaps even used to detect, classify, and replicate these be-
haviors. We know that A.I. developers describe game playing
bots in terms of human cognition, and challenge how much of
what the bot is and does is actually useful for understanding
human cognition.

In this paper we attempt to answer these questions through
an investigation of game playing behavior produced by hu-
mans and machines, both individually, and when playing
against each other. The rest of this paper is outlined as fol-
lows:

We first review the StarCraft game universe, with an
overview of the most recent replay data format and analy-
sis tools, common measurements and their significance, and
how this information can be useful to inspect and understand
game playing agent behavior in general.

Next, we discusses the human vs human competitive are-
nas, play styles and metadata that can be used to differentiate

players of various skill levels. We find that all human play-
ers tend to trend towards a higher and varied rate of effective
input as they get better.

The third section deals with machine vs machine tourna-
ment play, where A.I. developers can pit their agents against
each other in an accelerated tournament environment to eval-
uate new techniques in intelligent agent design, and specifi-
cally for Real-Time Strategy environments such as Starcraft.
Our analysis of machine agents demonstrates the tendency of
bots to maximize all available action bandwidth provided by
tournament servers, and make very little use of the features
(or constraints) of a user interface.

In the last section, we discuss the results of recent compet-
itive tournament play between the world’s best humans and
machines, their apparent similarities and subtle differences
in behavior, and some of the controversy involved when A.I.
tries to be only as human as necessary. Our results demon-
strate that even the most human-like bots are still exploiting
non-human abilities in competitions, and possibly disquali-
fies their use as a model of human cognition.

This paper concludes with a summary of human and robot
play styles and indicators, the impact of recent events on the
gaming community writ large, and possible future directions
for research in this problem domain.

Overview of StarCraft II
The StarCraft II1 game franchise is a space-opera set in a fic-
tional universe featuring three intelligent racial factions vying
for survival and control of limited resources as represented
through a series of maps taking place across a variety of ter-
rain. Each of the three playable races (or factions) made
available to the player specialize in a unique style of war-
fare, with corresponding strengths and weaknesses (in Paper-
Rock-Scissors fashion) that may appeal to different player
preferences.

Real-Time Strategy (RTS) games such as StarCraft require
players to successfully balance multiple elements such as re-
source management, dealing with uncertainty and imperfect
information through fog of war, foresight and anticipation,
and regularly switching between strategic macro- and tactical

1https://starcraft2.com/

https://starcraft2.com/


micro-management (respectively) to optimize control of var-
ious units and groups. RTS games of this nature are known
in gaming community and eSports circles for demanding a
high level of cognitive performance from players and tend to
draw out players with an acumen and appetite for thriving in
complex, fast-paced, and high-stakes environments.

Like many RTS games of similar nature, SC2 provides a
default set of key mappings that allow a player to quickly in-
put key combinations to accomplish slightly more complex
commands. Game command complexity ranges from simple
single mouse clicks or keyboard shortcuts, to more complex
keystroke combinations for unit group selection or navigating
“tech trees” for producing and replacing various units. Com-
mand complexity can be measured through a combination of
the number of keystrokes required to register a valid selec-
tion, and amount of time typically required to complete the
input.

The StarCraft community uses different measurements to
compare and contrast player performance and aptitude dur-
ing a match, mostly focusing on the rate of input during dif-
ferent phases of gameplay; example of this include raw input
and screen adjustments within a given period of time. The
base measurement of Actions Per Minute (APM)2 can be de-
fined as the lowest level of user input typically associated with
the push of a button on the keyboard or mouse. Observation
of human replays demonstrates that a high APM, while fre-
quently correlated with a high skill level, does not necessary
predict effective gameplay, as many actions are simply repet-
itive clicking on the same area of the screen. This behavior is
perhaps used by some players to maintain a certain micro-
management tempo during escalated confrontation. High-
frequency actions are not necessarily useful actions, and thus
the literature sometimes makes use of Effective APM (EAPM
or EPM), to distinguish strings of commands that are both
unique and valid from those spammed in repetition.

Sc2gears3, an online replay analysis site, makes an addi-
tional distinction between Micro- and Macro-APM: activities
that require resources such as building, training, upgrading,
or researching are considered macro-management activities
and contribute to overall strategic play, whereas everything
else involving individual units or groups for movement and
direct engagement with the opponent are considered forms of
micro-management.

Screens Per Minute (SPM), another common measurement
describing manipulation of the visual playing field, can be
defined in a similar way to APM; however, the low level op-
erator in this case is the number of times the player moves
the screen in one minute. Moving a screen in StarCraft can
take the form of either panning (by using either keyboard or
mouse to move the screen in one of four cardinal directions),
or by selecting a specific spot on the mini-map.

2https://liquipedia.net/starcraft2/APM
3https://sites.google.com/site/sc2gears/features/

replay-analyzer/apm-types

Figure 1: StarCraft II Game depicting a battle between Terran
and Protoss forces

Related Work
Laird and Van Lent(2001) could be credited with one of the
earliest initiatives to promote video games as an alternative
platform for testing Artificial Intelligence. Different game
genres attracted different audiences, from the idle Puzzle Ad-
venture gamer to the hard-core (and somewhat twitchy) First
Person Shooter (FPS); as recent history would have it, a com-
bination of balanced and repeatable gameplay and backing
from the eSports industry has projected the Real-Time Strat-
egy (RTS) genre into the spotlight, attracting players from all
walks of life – for fun, profit, and everything in between.

In (Robertson & Watson, 2014), RTS games like Star-
Craft have become a de-facto standard for training and test-
ing learning agents, with a growing divide between academic
research and the games industry. Researchers are discover-
ing different ways of modeling and understanding spatial-
temporal hierarchy problems, however, many papers use dif-
ferent evaluation metrics, making comparison extremely dif-
ficult.

Webber et al. (2010) studied players of various skill levels
and found those with consistently higher APM usually per-
form better in RTS games such as StarCraft; their analysis
concludes this is due to experts encoding ballistic action se-
quences. Further, the expert player produces a higher Spatial
Variance of Action (distributed attention) yielding a higher
probability of yielding required information without causing
cognitive overload – professional players know where and
what to look for without investing valuable focus time on ar-
bitrary features (Weber et al., 2010).

In (Čertický & Churchill, 2017) we find a review of the
current state of these competitions, and the variety of AI bots
that compete in them. Growing interest from the gaming in-
dustry eventually led to a joint effort between Blizzard En-
tertainment4 and Google Deepmind5 in the creation of a pub-
licly available StarCraft 2 Learning Environment to fast tract

4https://www.blizzard.com/
5https://deepmind.com/
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development of Reinforcement Learning agents, and agents
that learn to achieve a level of play that is comparable to a
novice player (Vinyals et al., 2017).

Huang et al.(2017) found that some novice and most ex-
perts produce excessive APM during the first two minutes of
a game; those interviewed associated it with a warm up (not
unlike sports games); however, a distinguishing feature be-
tween novice and expert is the consistency of APM through
the rest of the match – experts rarely decline in APM, whereas
novices drop off during periods of intense or confusing states.
Further, they also found that experts are more likely to use
unit groups for production buildings (vs mobile units), rebind
unit groups on-the-fly, and retain consistent habits regardless
of game state.

Penney et al.(2018) explored the focus of attention using
Information Foraging Theory, and found that while all play-
ers have to actively select what to focus on, experts have the
highest ”return of investment” for their efforts. At a macro-
cognitive level, their participants favored What information
over the Why as reported by previous research, and their
Whats were nuanced, complex, and sometimes expensive,
causing participants to dwell on features longer than neces-
sary. They also found players’ decision points fell into four
main categories of decision cues: building/producing, fight-
ing, moving, and scouting. They found player time spent pro-
cessing these points were largely dominated by fighting and
building, to the point that signs of fighting were classified as
major distractor cues(Penney et al., 2018).

Methodology
Our analysis of player matches uses a combination of state-
action pairs and metadata derived from StarCraft replay files.
SC2 replays are stored in MoPaQ6 (MPQ) files, an efficient
container created by Blizzard Entertainment to store media
and gameplay data. MPQ archives can store an arbitrary num-
ber of files to encapsulate game state and associated metadata
for later retrieval, replay, and in this case, analysis of sequen-
tial state-action pairs.

There are various tools to parse the human- and machine-
generated replay packs, discover those features most indica-
tive of human players, and to model those features such that
they can be compared against their machine-generated coun-
terparts. We primarily used Blizzard’s s2protocol7, a Blizzard
python library for decoding SC2Replay files, and Scelight8, a
replay visualization and report generator that excels at build
order and ladder career analysis for competitive players.

Game event metadata, such as time stamp (consisting
of game loops, each representing approximately 0.0625s),
player ID, and command ID (Table 1). The SC2 command
taxonomy consists of a relatively simple parent-child hierar-
chy with the most prevalent commands at the top. Table 1
gives and example of event IDs parsed from a replay file that

6https://fileinfo.com/extension/mpq
7https://github.com/Blizzard/s2protocol
8https://sites.google.com/site/scelight/

can be used to categorize classes of user inputs.

ID# Command
49 Camera Update
104 Cmd Update Target Point
29 Control Group Update

Table 1: Sample command types seen in replay data

All of these tools can be used to extract and visualize vari-
ous aspects of game play such as current player league stand-
ing, command sequences, input (action) frequency, and game
events that are presented to each player at specific times. We
used this information to derive and compare the common
measurements for each combination of human and machine
match up as discussed in the rest of this paper.

Human vs Human
The Blizzard ladder league system ranks and matches Hu-
man players according to their evolving Match Making Rank-
ing (MMR) score, which in turn is largely based on the Elo
Chess Ranking system created by Arpad Elo and adopted by
the US Chess Federation9 to calculate relative skill level be-
tween players in organized competition. Blizzard games use
Battle.net, a platform-independent system used to match and
rank competitive players, and provide an API to access replay
data archives associated with each match. The MMR scoring
system used by Blizzard is also used to divide players into
leagues for general comparison and occasional tournament
organization.

Data Sources
In late 2017, Blizzard and Deepmind embarked on a joint ef-
fort to create and release a set of tools that could be used
to accelerate research and development of intelligent agents
in this domain, including a corpus10 of anonymized human-
generated replays for use by researchers wishing to model
human players, and for training and testing associate Rein-
forcement Learning algorithms. Blizzard then released the
replays in two sets; the first set is a stratified sample of 64,396
matches, and is a subset of a more complete historical cor-
pus consisting of 1,160,650 replays. Our analysis of human
performance characteristics made use of the smaller of the
two sets to as it provided sufficient representation of all skill
levels (as represented by player Match Making Ranking and
placement league), and still feasible for most researchers to
reproduce on standard computational resources.

Upon closer inspection of the replay files, we found that
each header, although anonymized by player ID, still con-
tained the player’s per-match MMR in the replay header
metadata. We extracted the MMR along with the average
APM per player for each of the 64k replay files to establish a

9http://www.uschess.org/about/about.php
10https://github.com/Blizzard/s2client-proto#replay

-packs

https://fileinfo.com/extension/mpq
https://github.com/Blizzard/s2protocol
https://sites.google.com/site/scelight/
http://www.uschess.org/about/about.php
https://github.com/Blizzard/s2client-proto#replay-packs
https://github.com/Blizzard/s2client-proto#replay-packs


more accurate correlation between observable characteristics
and MMR. We then filtered replays due to missing or cor-
rupted headers, incomplete or unknown matches, and miss-
ing League information. We resumed with refined corpus of
45,834 replays, each representing two different players, for a
maximum of 91,668 unique plays.

Replay Analysis
Our overview begins with features that can be easily aggre-
gated, namely APM, SPM, and MRR. The averages across all
replays was 90 APM, and 8.42 SPM (Table2).

Table 2: Player APM and SPM distribution by League

In Figure 2 we see a moderately positive correlation ( r =
0.65) between player APM and MMR extracted from each
SC2 replay file metadata. This indicates a relationship be-
tween the two, with higher average APM likely being the re-
sult of player skill level, rather than the cause of it. Breaking
out player APM by League standing (Figure3), we observe an
increase in both mean and variance of player APM as player
skill rises through beginner to expert levels.

Figure 2: Player APM by MMR; r = 0.65

The increase in mean APM is somewhat expected, as play-
ers familiar with the game and action sequences will naturally
initiate, queue up, and respond to in-game actions on the fly.
We also find the increase in APM variance an interesting phe-
nomenon, which could indicate a divergence of macro (strate-
gic) vs micro (tactical) play styles; however, this could also

be due to a higher upper bound limited by each player. Each
league is normally distributed around the mean with a long
tail in the upper-APM range.

Figure 3: PlayerAPM Quartile Range per League

If we aggregate the average APM and SPM by player
league, there is indeed noticeable relationship between league
and average APM. We also identified two extreme outliers
with one Platinum league player with an average APM of
1064, and two Master league players with 704 and 691 aver-
age APM. In both of the later two games we observed cycling
between static building control groups multiple times per sec-
ond. A detailed breakdown of this replay revealed APM
spikes as high as 1479 from cycling through control groups;
behavior performed at millisecond intervals is only typical of
bots observed in the AI arenas, and is considered against the
EULA for ranked human vs human Ladder matches.

Machine vs Machine
Bot vs bot gameplay is a popular method to test the efficiency
of machine agents in RTS games. We next review are few of
the most currently active AI tournament managers that cater
to AI research for Starcraft 2.

Data Sources
The SC2 AI Community11 is one of the most active and
longstanding in machine vs machine competitive play, pro-
vides ample resources to introduce developers to create
agents based on working examples, and also hosts an ongo-
ing Ladder-style matchup service for competitive bot vs bot
matches. The StarCraft 2 AI Ladder system continually ranks
bots using a similar Elo-based calculation, and can be used as
a rough indicator of skill for theoretical league divisions; this
ranking system can be used as a rough guide, however we
found no evidence of SC2AI bots being divided into leagues
as Blizzard does with human players.

11https://sc2ai.net/

https://sc2ai.net/


We first obtained samples of the last few weeks of Sea-
son 8 ladder ranking in machine vs machine matches to set
a baseline of activity. To do this, we downloaded a mini-
mum of 20 matches per active bot, subject to posted replay
availability and game completion, for a total 846 replays. Af-
ter filtering for crashed games and replay errors, we obtained
798 verified replays. Of these bots, only 10 have made their
code available for public inspection, whereas the rest have re-
served their right to keep the code private, and only disclose
the compiled DLL or Bytecode for offline play. The ability
to reserve the ability to choose public or private source code
is a feature that allows competitive researchers to participate
with a lower risk of losing intellectual property.

Replay Analysis
We found the indicators of interest over all replays differed
substantially from our human-only replay results. As seen
in Figure 4, the Average APM for all machines was 3465; a
roughly 10-fold increase that, while somewhat expected of
autonomous agents in this environment, confirms that this
machine-only environment is not limited to the same timing
constraints as their human counterparts, and will use it when
available.

Figure 4: Bots APM by ELO rating; r = 0.15

Table 3: Bot games by match length: matches have a higher
APM by time, negligible use of screen resources.

Also of interest is the almost non-existent use of the screen
interface, as reflected by null values for Avg SPM (Table 3).

The authors agree that this is likely due to the prolific use of
low-level APIs made available to agent developers that allow
for access to all permissible game state information regardless
of actual location – in essence giving every agent a birds-eye
view of the entire match.

Only 5 sessions register Screens Per Minute (SPM), rang-
ing from 0.05 (every 3 seconds) to 0.24 (every 14 seconds).
Upon closer inspection there were 4 bots issuing valid Screen
Update commands, however, additional investigation is re-
quired to determine the causal relationship between observed
state and action sequencing without running a code trace.

Correlation coefficient between Elo score and APM is
only slightly positive (0.15), indicating the lack of an up-
per bound on event generation is not a competitive advantage
for machines; rather the sophistication of processing (or lack
thereof) is more at play. The per-match APM for the majority
of bots are between 755 and 3775 with an IQR of 3030, with
upper bound outliers going as high as 35,000 APM. This not
only captures the majority of games, but the lower bound is
well above the peak threshold of professional human players
(600), and provides a clear threshold for classification.

Human vs Machine

In the last section, we discuss the results of various tourna-
ment play between the world’s best humans and machines,
derived from a variety of sources. We found that access to
quality replays of this nature is somewhat more difficult to
obtain, but comparable across game versions using standard
metrics as above.

Data Sources

Our first dataset was obtained from the Aritificial Intelligence
Starcraft Tournament (AIST) platform12, that operates tour-
naments in a hybrid-like fashion. AIST regulations are simi-
lar to the well known Student StarCraft AI Tournament (SS-
CAIT)13; however AIST is unique in that they invite high
ranking SC:BW players to compete against each seasons’
winning bot. We downloaded replays of the final human vs
bot matches from the last 3 seasons for a total of 18 replays;
all replays were imported without issue.

Our second dataset consisted of a mixture of formal and in-
formal matches played by the well-known AlphaStar14 agent
designed by Google DeepMind. Replay sources consisted of
ten (10) public tournament rounds against two WCS champi-
ons (TLO and MaNa). The second source consisted of a mix-
ture of replays representing the progression of three learning
phases against human players on Battle.net, as discussed by
Vinyals et al.(2019).

12https://sites.google.com/view/
aistarcrafttournament/

13https://sscaitournament.com/
14https://deepmind.com/research/open-source/

alphastar-resources
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Replay Analysis
The AIST replays demonstrate a common theme between
populations of humans and machines, with a higher level
APM vs MMR/Elo of bots. Figure5 contains the aggregate
of all tournament rounds between human (H) and machine
(M) for the last two seasons, with APM distributions clearly
demarcating between the two. AlphaStar, though still quite a
bit faster than humans through sustained bursts of high APM,
does not make it as obvious through clever use how APM is
calculated.

Figure 5: AIST APM for HvM matchup: the two machines
have a much higher APM maximum and IQR than their hu-
man counterparts.

Figure 6: AIST command frequency: humans make greater
use of complex commands and unit groupings.

Both replay sources indicate the bots are making direct use
of the API, without using a mouse, keyboard, or screen. The
ability to see the entire game at once is something of a grey
area (but was not against the rules at the time); however, it
is still an advantage reserved for agents since human players
can only see a small slice of the map at a time. In (Vinyals
et al., 2019) AlphaStar tends to focus its attention to one area

at a time, which is sort of like a human player moving their
camera around; however, humans are still at a disadvantage as
they still have to move a singular point of focus while using
camera controls, at the same time. (Lin et al., 2019) corrobo-
rated this with early supervised and mid-tier replays.

With these similarities in mind we took another look at how
each of the players interacted with the game itself, and found
that all bots, regardless of tournament or game version, do not
make use Unit Group Hotkeys (in or out of combat, Figure6).
This may appear surprising, however, does make sense as it
adds a layer of complexity on top existing data structures, and
is only detectable after-the-fact during replay analysis.

Conclusion
In this paper we presented an analysis of StarCraft replay data
generated by a variety of sources, to characterize distinguish-
ing features between humans and machines. We provided an
overview of the StarCraft tournament ecosystem, and its po-
tentials for both A.I. development and understanding of hu-
man cognition.

Our Human vs Human results set the standard for typical
performance in raw Actions Per Minute, with is a positive
correlation between player APM and skill level in humans,
and a few artifacts suggesting some players are trying to use
bots or auto-scripting to game the ladder system. This behav-
ior is in stark contrast to the replays evidenced by Machine
vs Machine tournaments, where there is a weak relationship
between action speed and ranking; agent architectures will
take advantage of as much computing resource as possible
without consideration for human-likeness or limitations, if
they don’t have to. Last, we observed a mixed adherence
to human-likeness in Human vs Machine match-ups. Despite
the shrinking gap between obvious and subtle play styles, in-
depth analysis shows us that even the most sophisticated bots
will not make use of interface features designed for humans,
if they don’t absolutely have to.

While some of the results of this research are compelling,
there are areas that require additional investigation. We have
begun to model game playing events in terms of discrete and
continuous stochastic processes through Markov transitions,
and would like to continue investigating probable internal
representations of behavior using Hidden Markov Models.
We hope these and other areas of investigation will shed ad-
ditional light on what distinguishes a human from a machine
while still engaging on common ground.
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