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Abstract

Simple laboratory tasks typically allow one or a few methods
of task performance. In contrast, moderately complex tasks,
such as video games, provide many methods of task perfor-
mance which, in essence, provide many ways of completing
the task without necessarily completing all possible compo-
nents. Although performance on complex tasks improves with
practice, the improvements do not represent the simple effects
of power-law learning but, rather, they tend to reflect the dis-
covery and practice of a diverse set of methods. Understanding
what we see during complex task learning, requires us to eval-
uate individual performance against benchmarks of optimality.
In this report, we use the game of Space Fortress (SF) as a com-
plex experimental paradigm in which we demonstrate two al-
ternative measures that reveal scopes of individual differences
in the discovery and implementation of an optimal method that
would be missed by traditional measures of the game.
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Introduction
General laws which explain human learning as a function
of practice (e.g., the power law or the exponential law) im-
plicitly assume that practice alone is sufficient to reach the
asymptote of performance. Although such assumptions may
be reasonable for simple tasks that afford few alternative
methods, they do not hold for more complex tasks, such as
video games, which afford many alternative methods. A
growing body of work (e.g., Siegler, 1987; Rickard, 1997;
Delaney, Reder, Staszewski, & Ritter, 1998; Towne, Boot,
& Ericsson, 2016; Thompson, McColeman, Blair, & Hen-
rey, 2019; Rahman & Gray, 2020; van der Mijn & van Rijn,
2021) shows that individuals demonstrate both inter- and
intra-individual differences of task execution methods during
learning and also that the practice benefits are largely local-
ized to the specific methods practiced. Indeed, even for seem-
ingly simple video games (e.g., Pacman or Tetris), it may be
difficult to identify the optimal method from amongst its nu-
merous alternative possibilities.

The difficulty in finding the best or even an appropriate
method can be observed in many real-world tasks; for exam-
ple, finding the fastest route in traffic, finding a sure-win for-
mula for Chess or Football, solving mathematical problems,
even choosing the tasks to learn in a lifetime. How do humans
search for and find the optimal method(s) in such tasks? To
reach the asymptote, optimal methods must be discovered or
invented. Therefore, theories of complex task learning must

include an account of how the individuals’ task execution
methods evolve with learning to reach the optimal one(s) at
the asymptote of performance.

Until now, we portrayed the complexity of complex tasks
from a performer’s perspective. But similar difficulties also
persist for the researchers of complex skill learning in decid-
ing where to look for measurable changes and which mea-
sures to use (Gray & Lindstedt, 2017). Looking at the wrong
or imprecise measures can easily lead to false negatives of
learning or training benefits, as underlying improvements
may remain undiscovered (Gray, 2017). Moreover, if the
asymptote(s) of performance and the corresponding optimal
method(s) are both unknown, it is difficult to ensure that in-
crements in performance measures are indeed steps towards
the asymptote. The reason is that individuals may be using
suboptimal methods that would lead to plateaus instead of the
asymptote (Gray, 2017; Rahman & Gray, 2020).

An approach that has been useful in evaluating complex
task performance is comparing performance against bench-
marks of optimality. For example, Anderson, Kleinberg, and
Mullainathan (2017) recently investigated the predictors of
blunders in chess endgames, by comparing each move against
known optimal moves. Relevantly, they found that the players
are more likely to err in positions with fewer optimal or near-
optimal moves within very large pools of possible moves.
This relationship was consistent across all skill levels, even
for the best human players with ELO ratings above 2300. In
cases where optimal performance is not known, expert perfor-
mance may serve as a substitute. For example, van Meeuwen
et al. (2014) compared performance of novice air-traffic con-
trollers against experts’ performance to investigate how effec-
tive strategies are formed in solving complex visual problems
(e.g., finding the optimal landing order for incoming planes).

In this work, we explore the benefits of evaluating indi-
vidual performance against benchmarks of optimality in a
historic experimental paradigm – the complex game of SF
(Mané & Donchin, 1989). Since its development, SF has been
used in many studies of complex skill learning to enrich our
understanding of human learning process. However, several
studies observed that two very important measures of SF –
Velocity and Control – that represent the most fundamental
skill needed in the game (flying in the game universe), are
prone to ceiling effects; consequently, the measures asymp-
tote before humans do (Boot et al., 2010; Destefano, 2010;




